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ExecuƟve Summary

The Energy Sciences Network (ESnet) is the primary provider of network connecƟvity for the U.S. Department
of Energy (DOE) Office of Science (SC), the single largest supporter of basic research in the physical sciences
in the United States. In support of the Office of Science programs, ESnet regularly updates and refreshes its
understanding of the networking requirements of the instruments, faciliƟes, scienƟsts, and science programs
that it serves. This focus has helped ESnet to be a highly successful enabler of scienƟfic discovery for over 25
years.

In September 2015, ESnet and the Office of Biological and Environmental Research (BER), of the DOE Office of
Science, organized a review to characterize the networking requirements of the programs funded by the BER
program office. BER advances world-class biological and environmental research programs and scienƟfic user
faciliƟes to support DOE’s energy, environment, and basic research missions.

Several key findings highlighƟng the results from the review are noted below.

1. While some fields such as high energy physics and astrophysics have data sets that allow for significant
data reducƟon (e.g., filtering events in high energy physics, or eliminaƟng the dark porƟons of a telescope
image), climate data sets are not easy to reduce in this way. Because of this, climate data analysts need
significant volumes of data. In general, data reducƟon in climate science means eliminaƟng variables from
a data set which are not needed for a parƟcular analysis; however, that does not mean those variables are
not important or valuable to other climate research and scienƟfic discovery.

2. Some workflows involve the creaƟon of high-value derived data products as a result of the analysis of
genomics data from public data repositories. Currently, these workflows require the download of the input
data as files from the public repository to a local filesystem, followed by the execuƟon of the analysis code
on a computaƟonal resource connected to the local filesystem. It would be more efficient if the analysis
code could read the input data directly from the network into memory, without relying on copying the raw
data to local storage first. The Large Hadron Collider (LHC) experiments are in the process of transiƟoning
to this remote I/O model—genomics could take advantage of this model as well.

3. CompuƟng workflows for metagenomics oŌen require the generaƟon and subsequent use of very large
intermediate data sets. The generaƟon of these data sets is computaƟonally costly, and the data sets are
quite large–on the scale of tens to hundreds of terabytes. In the ideal case, the intermediate data set would
be preserved for a period of months, and would be used in mulƟple analysis campaigns.

4. Data portal systems are now a significant boƩleneck in many data staging workflows. Point-and-click web-
based interfaces do not scale to the size and complexity of the data staging tasks required. Some portal
systems have machine-consumable applicaƟon program interfaces (APIs) which allow for automaƟon of
data staging, but many do not. Updates to legacy web-based portal systems which allowed for the automa-
Ɵon of data staging workflows would be of significant benefit to mulƟple projects.

5. High-throughput sequencing, microbiology, and computaƟonal biology are powerful technologies that can
be combined in innovaƟve ways to achieve new understandings of microbial populaƟons. However, it is
very difficult to train new researchers and keep skill sets current because the state of the art in these fields
is changing so quickly. DocumentaƟon of best pracƟces would be a great help for researchers in this space.

6. Several projects and faciliƟes idenƟfied the lack of unificaƟon of user idenƟƟes across the DOE faciliƟes
complex as an impediment to user producƟvity. The topic was raised in discussion at the review mulƟple
Ɵmes in mulƟple contexts (e.g., Globus data transfer workflows, developers on the Accelerated Climate
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Modeling for Energy, ACME, project running code at mulƟple computaƟonal faciliƟes, Atmospheric Radia-
Ɵon Measurement (ARM) facility staff running code at mulƟple locaƟons).

7. Several faciliƟes are forced to ship physical media (typically USB hard drives) for data ingest and export
involving poorly-configured end user systems. Data transfer via portable media is wasteful of valuable
human resources, low-performance, and error-prone.

8. According to the BER program managers, one of the significant challenges for the BER Biological Systems
Science Division (BSSD) in the coming years will be the integraƟon of mulƟple heterogeneous data sources
and data types. There is significant scienƟfic opportunity if this is done well, but it will be a challenge.

This report expands on these points, and covers other collaboraƟve projects within BER. The report contains a
Findings secƟon and documents Case Studies discussed during the Requirements Review.
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Findings

Below are the findings for the BER and ESnet Requirements Review held September 17–18, 2015. These points
summarize important informaƟon gathered during the review.

• Several faciliƟes are forced to ship physical media (typically USB hard drives) for data ingest and export
involving poorly-configured end user systems. Data transfer via portable media is wasteful of valuable
human resources, low-performance, and error-prone.

• Several Globus users expressed a desire to use the Globus applicaƟon program interface (API) to automate
complex workflows. A workshop or training seminar for the use of the Globus API at DOE faciliƟes would
be of use to mulƟple science communiƟes.

• The Environmental Molecular Sciences Laboratory (EMSL) transfers climate model data to and from other
compuƟng centers such as NaƟonal Center for Atmospheric Research (NCAR) and the DOE ASCR compuƟng
faciliƟes. Currently, the data sets are 6–10TB in size, and take mulƟple days to transfer. It is likely that the
performance of this workflow could be significantly improved. Note that the data set size is expected to
double within 2–5 years.

• The DOE Systems Biology Knowledgebase (KBase) has a future requirement for guaranteed bandwidth ser-
vices to support data replicaƟon between the Argonne NaƟonal Laboratory (ANL) and NaƟonal Energy
Research ScienƟfic CompuƟng Center (NERSC) KBase instances.

• In addiƟon to submiƫng samples to Joint Genome InsƟtute (JGI) for sequencing and subsequent analysis,
JGI users submit raw data sets to JGI for analysis. This is currently a small porƟon of the JGI data workload,
but it is expected to grow over Ɵme.

• The growth curve of sequencing data at JGI has flaƩened. New technologiesmight change this in the coming
years.

• Some workflows involve the creaƟon of high-value derived data products as a result of the analysis of
genomics data from public data repositories. Currently, these workflows require the download of the input
data as files from the public repository to a local filesystem, followed by the execuƟon of the analysis code
on a computaƟonal resource connected to the local filesystem. It would be more efficient if the analysis
code could read the input data directly from the network into memory, without relying on copying the
raw data to local storage first. The LHC experiments are in the process of transiƟoning to this remote I/O
model—genomics could take advantage of this model as well.

• ScienƟsts at the BioEnergy Sciences Center (BESC) have found that compuƟng faciliƟes and other resources
that are configured to serve tradiƟonal simulaƟon workloads such as those found in physics, cosmology,
and climate science are not necessarily well-suited to computaƟonal biology. BESC scienƟsts are working
with Compute and Data Environment for Science (CADES) and Oak Ridge Leadership CompuƟng Facility
(OLCF) to develop an environment tailored for biology.

• CompuƟng workflows for metagenomics oŌen require the generaƟon and subsequent use of very large
intermediate data sets. The generaƟon of these data sets is computaƟonally costly, and the data sets are
quite large–on the scale of tens to hundreds of terabytes. In the ideal case, the intermediate data set would
be preserved for a period of months, and would be used in mulƟple analysis campaigns.

• Data portal systems are now a significant boƩleneck in many data staging workflows. Point-and-click web-
based interfaces do not scale to the size and complexity of the data staging tasks required. Some portal
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systems have machine-consumable APIs which allow for automaƟon of data staging, but many do not.
Updates to legacy web-based portal systems which allowed for the automaƟon of data staging workflows
would be of significant benefit to mulƟple projects.

• A unifiedmetadata servicewhich allowed for easily searching across themajormetagenomics data archives
would be of significant benefit to the metagenomics community. At the moment, users must search across
mulƟple archives and portals which are not well integrated.

• Several projects and faciliƟes idenƟfied the lack of unificaƟon of user idenƟƟes across the DOE faciliƟes
complex as an impediment to user producƟvity. The topic was raised in discussion at the review mulƟple
Ɵmes in mulƟple contexts (e.g., Globus data transfer workflows, developers on the ACME project running
code at mulƟple computaƟonal faciliƟes, ARM facility staff running code at mulƟple locaƟons).

• Many BER faciliƟes and projects use Globus for data transfer, and in most cases Globus works well (and is
a significant improvement over what was in place beforehand).

• The Accelerated Climate Modeling for Energy (ACME) project uses compuƟng resources at mulƟple sites
and faciliƟes. Because of the distributed nature of the compuƟng resources used for ACME, the project
needs to transfer data between the different sites as well. There was a discussion of conducƟng data trans-
fer performance tests between ACME compuƟng and analysis sites before the start of large ACME model
runs, which are expected in the summer of 2016.

• While some fields such as high energy physics and astrophysics have data sets that allow for significant
data reducƟon (e.g., filtering events in high energy physics, or eliminaƟng the dark porƟons of a telescope
image), climate data sets are not easy to reduce in this way. Because of this, climate data analysts need
significant volumes of data. In general, data reducƟon in climate science means eliminaƟng variables from
a data set which are not needed for a parƟcular analysis; however, that does not mean those variables are
not important or valuable to another climate scienƟst’s research.

• Therewas a discussion of the use of container compuƟng technologies such asNERSC’s ShiŌer for packaging
climate data analysis tools to achieve consistent deployment at mulƟple compuƟng faciliƟes.

• The CASCADE project makes data products available to collaborators (currently 50TB, which is projected
to grow as the project purchases more disk space at NERSC). A scalable data service method is needed,
because a web portal does not scale. Together ESGF and Globus are likely to be a good fit.

• Large climate model data sets offer significant value for mulƟple research areas. The Coupled Model In-
tercomparison Project Phase 5 (CMIP5) data archive is one example, but it is not the only one. There was
some discussion on whether and how to save high-frequency (3-hour or 6-hour) data from high-resoluƟon
model runs—the data sets are large, but they have significant value for certain types of analysis (e.g., ex-
treme weather analysis under different climate change scenarios).

• The CMIP6 High-Res Model Intercomparison Project (MIP) is expected to contain data from approximately
10 models at 25km resoluƟon. This data set will allow tracking hurricanes in the same way that Prabhat
andWehner et al. tracked extra-tropical cyclones for a recent paper. However, this will require a significant
data staging effort frommulƟple ESGF data centers to a single compuƟng center with sufficient scale to run
the analysis.

• Machine learning techniques appear promising for finding and tracking features in climate model data.
However, machine learning techniques require large input data sets. There is significant scienƟfic promise
if the staging of large-scale data sets can be made rouƟne.

• The Earth System Grid FederaƟon (ESGF) is incorporaƟng Globus in a deeper way in version 2.0 of the ESGF
soŌware stack.

• ESGF is moving to a two-Ɵered system for sites. Modeling centers run models, and may publish some
of their own data. However, data centers or “supernodes,” will host large replica archives of data from
mulƟple modeling centers on rotaƟng disk. The supernodes will replicate data to/from other supernodes
for load sharing and disaster recovery purposes. There are currently five data centers which will be su-
pernodes: the NaƟonal ComputaƟonal Infrastructure (Australia), BriƟsh Atmospheric Data Centre (Great
Britain), Deutsches Klimarechenzentrum (Germany), InsƟtut Pierre-Simon Laplace (France), and Program
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For Climate Model Diagnosis and Intercomparison (United States). It is expected that in the coming years
there will be a supernode in Japan and China.

• Some sites have integrated SoŌware Defined Networking (SDN) with Globus in order to automate some
aspects of security policy enforcement for Globus endpoints. It is likely that this technology would be of
significant benefit to mulƟple DOE faciliƟes.

• Globus integraƟon with Google Drive would be of interest to mulƟple sites. The discussion topic revolved
around the ability to create a Globus endpoint associated with a Google Drive folder which might behave
in a similar way to a Globus endpoint associated with an Amazon S3 data store.

• According to the BER programmanagers, one of the significant challenges for BER BSSD in the coming years
will be the integraƟon of mulƟple heterogeneous data sources and data types. There is significant scienƟfic
opportunity if this is done well, but it will be a challenge.

• There is significant opportunity for improved data transfer performance between the EMSL and the home
insƟtuƟons of some EMSL users.

• The ESnet knowledge base at http://fasterdata.es.net/ has been helpful to DOE facility system ad-
ministrators.

• InsƟtuƟonal firewalls are sƟll a problem at some sites. The Science DMZ model might be helpful in these
cases.

• According to Globus data, the data transfer nodes (DTNs) which yield the best data transfer performance
are typically the DTNs which have been deployed in alignment with the Science DMZ model.

10

http://fasterdata.es.net/


AcƟon Items

ESnet recorded a set of acƟon items from the BER-ESnet Requirements Review, conƟnuing the ongoing support
of collaboraƟons funded by the BER program. ESnet will

• Follow up with the ARM facility regarding the performance problems described in the ARM case study;

• ConƟnue to work with the ACME project on the topic of data transfer performance between computaƟonal
faciliƟes;

• Share informaƟon with the review aƩendees related to the ESnet test DTNs and their use for tesƟng local
Globus endpoints;

• ConƟnue conversaƟons with ESGF and the ACME project to determine the best way to integrate ACME sites
into the InternaƟonal Climate Network Working Group (ICNWG); and

• Follow up with EMSL on data transfer performance.
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ESnet SC Requirements Review Background
and Structure

Funded by the Office of Advanced ScienƟfic CompuƟng Research (ASCR) FaciliƟes Division, ESnet’s mission is
to operate and maintain a network dedicated to acceleraƟng science discovery. ESnet’s mission covers three
areas:

1. Workingwith the DOE SC-funded science community to idenƟfy the networking implicaƟons of instruments
and supercomputers and the evolving process of how science is done.

2. Developing an approach to building a network environment to enable the distributed aspects of SC science
and to conƟnuously reassess and update the approach as new requirements become clear.

3. ConƟnuing to anƟcipate future network capabiliƟes to meet new science requirements with an acƟve pro-
gram of R&D and advanced development.

Addressing point (1), the requirements of the SC science programs are determined by:

(a) A review of major stakeholders’ plans and processes, including the data characterisƟcs of scienƟfic instru-
ments and faciliƟes, in order to invesƟgate what data will be generated by instruments and supercomputers
coming online over the next 5–10 years. In addiƟon, the future process of science must be examined: How and
where will the new data be analyzed and used? How will the process of doing science change over the next 5–10
years?

(b)Observing current and historical network traffic paƩerns to determine how trends in network paƩerns predict
future network needs.

The primary mechanism to accomplish (a) is through the SC Network Requirements Reviews, which are organized
by ASCR in collaboraƟon with the SC Program Offices. SC conducts two requirements reviews per year, in a cycle
that assesses requirements for each of the six programoffices every three years. The review reports are published
at http://www.es.net/requirements/.

The other role of requirements reviews is to help ensure that ESnet and ASCR have a common understanding of
the issues that face ESnet and the soluƟons that it undertakes.

In April 2015, ESnet organized a review in collaboraƟon with the ASCR Program Office to characterize the net-
working requirements for the faciliƟes and science programs funded by ASCR.

ParƟcipants were asked to communicate and document their requirements in a case-study format that included
a network-centric narraƟve describing the science, instruments, and faciliƟes currently used or anƟcipated for
future programs; the network services needed; and how the network is used. ParƟcipants considered three
Ɵmescales on the topics enumerated below: the near-term (immediately and up to two years in the future); the
medium-term (two to five years in the future); and the long-term (greater than five years in the future).

More specifically, the structure of a case study was as follows:

• Background—an overview descripƟon of the site, facility, or collaboraƟon described in the case study.

• Collaborators—a list or descripƟon of key collaborators for the science or facility described in the case study
(the list need not be exhausƟve).
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• Network and Data Architecture—descripƟon of the network and/or data architecture for the science or
facility. This is meant to understand how data moves in and out of the facility or laboratory focusing on
local infrastructure configuraƟon, bandwidth speed(s), hardware, etc.

• Instruments and FaciliƟes—a descripƟon of the network, compute, instruments, and storage resources
used for the science collaboraƟon/program/project, or a descripƟon of the resources made available to
the facility users users, or resources that users deploy at the facility.

• Process of Science—a descripƟon of the way the instruments and faciliƟes are used for knowledge discov-
ery. Examples might include workflows, data analysis, data reducƟon, integraƟon of experimental data
with simulaƟon data, etc.

• Remote Science AcƟviƟes—a descripƟon of any remote instruments or collaboraƟons, and how this work
does or may have an impact on your network traffic.

• SoŌware Infrastructure—a discussion focused on the soŌware used in daily acƟviƟes of the scienƟfic pro-
cess including tools that are used to locally or remotely to manage data resources, facilitate the transfer of
data sets from or to remote collaborators, or process the raw results into final and intermediate formats.

• Cloud Services—discussion around how cloud services may be used for data analysis, data storage, com-
puƟng, or other purposes.

The case studies included an open-ended secƟon asking for any unresolved issues, comments or concerns to
catch all remaining requirements that may be addressed by ESnet.
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Office of Biological and Environmental
Research Overview

The Biological and Environmental Research (BER) program supports fundamental research and scienƟfic user facil-
iƟes to address diverse and criƟcal global challenges. The program seeks to understand how genomic informaƟon
is translated to funcƟonal capabiliƟes, enabling more confident redesign of microbes and plants for sustainable
biofuel producƟon, improved carbon storage, or contaminant bioremediaƟon. BER research advances under-
standing of the roles of Earth’s physical and biogeochemical systems (the atmosphere, land, oceans, sea ice, and
subsurface) in determining climate so we can predict climate decades or centuries into the future—informaƟon
needed to plan for future energy and resource needs. SoluƟons to these challenges are driven by a foundaƟon
of scienƟfic knowledge and inquiry in atmospheric chemistry and physics, ecology, biology, and biogeochem-
istry.

BER research uncovers nature’s secrets from the diversity ofmicrobes and plants to understand howbiological sys-
tems work, how they interact with one another, and how they can bemanipulated to harness their processes and
products. By starƟngwith the potenƟal encoded by organisms’ genomes, BER-funded scienƟsts seek to define the
principles that guide the translaƟon of the geneƟc code into funcƟonal proteins and themetabolic/regulatory net-
works underlying the systems biology of plants and microbes as they respond to and modify their environments.
BER integrates discovery- and hypothesis-driven science, technology development, and foundaƟonal genomics
research into predicƟve models of biological funcƟon for DOEmission soluƟons. BER plays a unique and vital role
in supporƟng research on atmospheric processes; terrestrial ecosystem processes; subsurface biogeochemical
processes involved in nutrient cycling, radionuclide fate and transport, and water cycling; climate change and en-
vironmental modeling; and analysis of impacts and interdependencies of climaƟc change with energy producƟon
and use. These investments are coordinated to advance an earth system predicƟve capability, involving commu-
nity models open to acƟve parƟcipaƟon of the research community. For more than two decades, BER has taken
a leadership role to advance an understanding of the physics and dynamics governing clouds, aerosols, and at-
mospheric greenhouse gases, as these represent the more significant weaknesses of climate predicƟon systems.
BER also supports mulƟdisciplinary climate and environmental research to advance experimental and modeling
capabiliƟes necessary to describe the role of the individual (terrestrial, cryospheric, oceanic, and atmospheric)
component and system Ɵpping points that may drive sudden change. In Ɵght coordinaƟon with its research
agenda, BER supports three major naƟonal user faciliƟes: the Atmospheric RadiaƟon Measurement (ARM) Cli-
mate Research Facility, the Joint Genome InsƟtute (JGI), and the Environmental Molecular Sciences Laboratory
(EMSL). Significant investments are provided to community database and model diagnosƟc systems to support
research efforts.

Climate and Environmental Sciences Division

The Climate and Environmental Sciences Division (CESD) focuses on fundamental research that advances a robust,
predicƟve understanding of Earth’s climate and environmental systems and informs the development of sustain-
able soluƟons to the naƟon’s energy and environmental challenges. As provided by the 2012 CESD Strategic Plan
(hƩp://science.energy.gov/ /media/ber/pdf/CESD-StratPlan-2012.pdf), five goals frame the division’s programs
and investments: (1) Synthesize new process knowledge and innovaƟve computaƟonal methods that advance
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next-generaƟon, integrated models of the human-Earth system; (2) develop, test, and simulate process-level un-
derstanding of atmospheric systems and terrestrial ecosystems, extending from bedrock to the top of the vegeta-
Ɵve canopy; (3) advance fundamental understanding of coupled biogeochemical processes in complex subsurface
environments to enable systems-level predicƟon and control; (4) enhance the unique capabiliƟes and impacts of
the ARMand EMSL scienƟfic user faciliƟes and other BER community resources to advance the fronƟers of climate
and environmental science; and (5) idenƟfy and address science gaps that limit translaƟon of CESD fundamental
science into soluƟons for DOE’s most pressing energy and environmental challenges.

CESD focuses on three research acƟviƟes, each containing one or more programs and/or linkages to naƟonal
user faciliƟes. These acƟviƟes are: (a) the Atmospheric System Research acƟvity, which seeks to understand
the physics, chemistry, and dynamics governing clouds, aerosols, and precipitaƟon interacƟons, with a goal to
advance the predicƟve understanding of the climate system; (2) the Environmental System Science acƟvity, which
seeks to advance a robust, predicƟve understanding of terrestrial surface and subsurface ecosystems, within a
domain that extends from the bedrock to the top of the vegetated canopy and from molecular to global scales;
and 3) the Climate and Earth System Modeling acƟvity, which seeks to develop high-fidelity community models
represenƟng earth system and climate system variabiliƟes and change, with a significant focus on the response
of systems to natural and anthropogenic forcing.

The primary programs that acƟvely use ESnet are: (1) the Earth System Modeling (ESM) Program, which devel-
ops advanced numerical algorithms to represent the dynamical and biogeophysical elements of the earth system
and its components; (2) the Regional and Global Climate Modeling Program, which focuses on understanding
the natural and anthropogenic components of regional variability and change, using simulaƟons and diagnosƟc
measures; (3) the EMSL facility, which provides integrated experimental and computaƟonal resources for discov-
ery and technological innovaƟon in the environmental molecular sciences to support the needs of DOE and the
naƟon; and (4) the ARM facility, which provides the naƟonal and internaƟonal research community unparalleled
infrastructure for obtaining precise observaƟons of key atmospheric phenomena needed for the advancement of
atmospheric process understanding and climate models.

ESnet conƟnues to be the primary network provider for data transfer for CoupledModel Intercomparison Projects
(CMIPs), which in turn facilitate the analysis and synthesis for the Intergovernmental Panel on Climate Change
(IPCC). CMIPs are carried out by uƟlizing the mulƟple nodes of the Earth System Grid FederaƟon (ESGF). In ad-
diƟon, numerous mulƟ-lab projects, such as the Climate Science for a Sustainable Energy Future (CSSEF), use
ESnet to support data transfer requirements involving the ESGF. As the emphasis on finer spaƟal resoluƟon for
climate and environmental models is combined with more detail on uncertainty quanƟficaƟon associated with
model outputs, data transfer requirements become increasingly more important. ESnet is also the primary net-
work provider that enables remote access to EMSL’s high-performance compuƟng (HPC) system, numerous mass
spectrometry systems, and EMSL’s Aurora data-storage archive. EMSL has also established interfaces with the
JGI for automated downloading of data. All these developments are significantly increasing EMSL’s data storage
needs and the associated need for users to access data remotely. ESnet has played and will conƟnue to play
an increasingly vital role in enabling the science for DOE climate and environmental research. As data volume
increases for both climate models and the observaƟonal capabiliƟes in user faciliƟes, CESD expects increasing
pressure to assure that the petabytes of data and model output are readily available to the user community
through ESnet.

Biological Systems Science Division

The Biological Systems Science Division supports a diverse porƞolio of fundamental research and technology de-
velopment to achieve a predicƟve, systems-level understanding of complex biological systems to advance DOE
missions in energy and the environment. By integraƟng genome science with advanced computaƟonal and ex-
perimental approaches, the division seeks to gain a predicƟve understanding of living systems, frommicrobes and
microbial communiƟes to plants and other whole organisms. This foundaƟonal knowledge serves as the basis for
the confident redesign of microbes and plants for sustainable biofuel producƟon, improved carbon storage, and
contaminant remediaƟon. ESnet is the primary network provider that enables large scale data transfer for the
JGI with the NaƟonal Center for Biotechnology InformaƟon (NCBI) and other key stakeholders.

Systems biology research within BSSD’s Genomic Science program is aimed at idenƟfying the foundaƟonal prin-
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ciples that drive biological systems. These principles govern the translaƟon of geneƟc codes into integrated net-
works of catalyƟc proteins, regulatory elements, and metabolite pools underlying the funcƟonal processes of or-
ganisms. These dynamic interacƟons of nested subsystems ulƟmately determine the overall systems biology of
plants, microbes, andmulƟ-species communiƟes. The ulƟmate goal of the Genomic Science program is to achieve
sufficient understanding of the fundamental rules and dynamic properƟes of these systems to develop predicƟve
computaƟonal models of biological systems and tools for raƟonal biosystems design. Genomic Science program
research also brings the omics-driven tools of modern systems biology to bear on analyzing interacƟons between
organisms that form biological communiƟes and with their surrounding environments. Understanding the rela-
Ɵonships between molecular-scale funcƟonal biology and ecosystem-scale environmental processes illuminates
the basic mechanisms that drive biogeochemical cycling of metals and nutrients, carbon biosequestraƟon, and
greenhouse gas emissions in terrestrial ecosystems or bioenergy landscapes.

The major objecƟves of the Genomic Science program are to:

1. Determine the molecular mechanisms, regulatory elements, and integrated networks needed to under-
stand genome-scale funcƟonal properƟes of microbes, plants, and interacƟve biological communiƟes

2. Develop -omics experimental capabiliƟes and enabling technologies to achieve dynamic, systems-level un-
derstanding of organism and/or community funcƟon

3. Develop the knowledgebase, computaƟonal infrastructure, andmodeling capabiliƟes to advance predicƟve
understanding and manipulaƟon of biological systems
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Case Studies
Biological Systems Science Division
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Case Study 1

BioEnergy Science Center

1.1 Background

The objecƟve of the Oak Ridge NaƟonal Laboratory’s (ORNL) mass spectrometry work within the BioEnergy Sci-
ence Center (BESC) proteomics acƟvity focuses on integraƟve science to develop and exploit high performance
mass spectrometric qualitaƟve, and quanƟtaƟve approaches for the characterizaƟon of microbial and plant pro-
teins for enhanced biofuel producƟon. To this end, the demands on state-of-the-art systems biology capabiliƟes
remain substanƟal and quite dynamic. In support of specified yearly milestones within BESC, it has become ap-
parent that the proteomics research effort must maintain significant fluidity to meet both expected and unex-
pected/emerging program project needs and dramaƟcally varying sample loads in real-Ɵme, both in microbial
and plant research. This equates to a balance of big sample campaigns, which may involve dozens of samples and
1–2 months of mass spectrometric (MS) measurement Ɵme; and focused measurements, which involve purified
protein fracƟons, gel brands, etc.

1.2 Network and Data Architecture

Each high-performance mass spectrometer is equipped with a Windows-based operaƟon computer, which con-
tains all the vendor soŌware for instrument operaƟon and data collecƟon. Dual hard drives (typically 1 TB each)
per computer are redundantly arrayed with independent disks. Because vendor soŌware typically lags behind
current operaƟng systems, many of these instrumentaƟon units cannot be upgraded or patched with latest soŌ-
ware builds or security fixes, as they inhibit (or kill) instrument operaƟon. Thus, we have taken all instruments
computers off the ORNL network. Raw MS data files (typically about 2 GB in size) are transferred via portable
drives to desktop computers. With all our MS instruments combined, we probably generate up to 15–20 GB of
raw MS data per day. The raw data is then processed and uploaded to servers at ORNL or the University of Ten-
nessee, Knoxville (UTK). Uploads at ORNL are typically about 1 Gbps. Thus, there is not an appreciable overhead
Ɵme for uploading raw MS files. Search results are significantly smaller (tens of megabytes), so downloads are
preƩy fast as well.

Server hardware accessible forMS proteomics at ORNL include the Viper and the Compute and Data Environment
for Science (CADES) systems. Viper consists of a mulƟ-core AMD Opteron processor architecture (2.3 GHz), with
long, medium, and large queues that provide up to 64 processors (43 nodes) and 640 cores. The file storage
system (Panasas) is dated and is no longer supported by the vendor. When this crashes, it is unclear if Viper will
be operaƟonal. At present, the work load on Viper is constant and heavy, making it difficult to get reproducible
access.

The CADES system at ORNL is an open stack configuraƟon, with processors controlled by various work groups. At
present, the Biosciences Division has access to up to 456 processors, with storage up to 750 TB (a plan is underway
to upgrade this storage to 1.5 PB). This enƟre system is much more state of the art than Viper, but also has an
acƟve list of users, so access Ɵme can be problemaƟc.
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At present, most of the data transmissions at ORNL (internal and external) are limited to 1 Gbps. This is not a
limitaƟon with the current range and type of MS equipment for proteomics. ORNL does have 100 Gbps access to
ESnet.

The primary data workflow at ORNL consists of moving gigabyte-MS files of raw data to desktop computers and
local compute servers. Uploads are on the order of minutes to tens of minutes, while searches may take a few
days, depending on the sample composiƟon. These somewhat massive raw MS data sets are usually never sent
directly to collaborators at other insƟtuƟons; rather, only the filtered search results (megabytes in size) are the
main item of interest for them. Thus, the need to transfer large data sets externally is minimal for current pro-
teome operaƟons.

In order to publish journal arƟcles, it is essenƟal to upload the rawMS data files to appropriate repositories. This
is a bit more onerous, especially with respect to negoƟaƟng the ORNL firewall system. Uploads here are usually
conducted at the 1 Gbps ORNL rate.

1.3 Collaborators

Collaborators for BESC at ORNL include Adam Guss, Jim Elkins, Steve Brown, Tim Tschaplinski, and Jerry Tuskan.
Externally (including those from academia), collaborators include Lee Lynd (Dartmouth), Kelly Craven (Noble
FoundaƟon), Robert Kelly (NCSU), Mike Adams (UGA), Mike Himmel (NREL), Deb Mohnen (UGA), and Cong Trihn
(UTK).

1.4 Instruments and FaciliƟes

1.4.1 Present

For the ProteomeMass Spectrometry and InformaƟcs FaciliƟes at Oak Ridge NaƟonal Laboratory, the Organic and
Biological Mass Spectrometry Group occupies three laboratories (one large open-bay lab with MS instrumenta-
Ɵon, plus two sample preparaƟon labs) and another three labs in the Joint InsƟtute for Biological Sciences at
ORNL (two MS instrumentaƟon labs and one sample preparaƟon lab). High-throughput instrumentaƟon for pro-
tein idenƟficaƟon includes seven ThermoElectronmass spectrometerswith nano-electrospray ionizaƟon sources:
one LCQDeca XP-Plus system, one triple quadrupole instrument, and five LTQ linear ion trap instrument (twowith
an electron transfer dissociaƟon, ETD, capability). Each of thesemass spectrometers is interfaced via electrospray
with high-performance liquid chromatography equipment (Dionex UlƟmate HPLC) to perform on-line single- and
mulƟ-dimensional separaƟons of complex mixtures of pepƟdes. For high-performance measurements, there is a
9.4 Tesla IonSpec Fourier transform ion cyclotron resonance (FT-ICR) instrument equipped with an electrospray
and nanospray ion source, and four ThermoElectron LTQ-Orbitrap hybridmass spectrometers (onewith ETD capa-
biliƟes and two are new LTQ-Orbitrap-Velos-Pro designs) equipped with an Eksigent nanoflow high-performance
liquid chromatography (HPLC) system with autosampler as well as electrospray/nanospray sources.

For compuƟng resources, all large-scale proteome informaƟcs including data processing, database searching,
quanƟficaƟons packages, data disseminaƟon (via web-based portals) and data storage is handled in automated
UNIX and MS Windows-based proteome informaƟcs plaƞorms. The main data processing is accomplished with
a variety of computer cluster systems, either at ORNL (Viper) or University of Tennessee (Newton). Post-search
data analysis is largely conducted on desktop, mulƟ-core Windows-based computers. We have also invested in a
robust data storage environment consisƟng of a BlueArc storage system capable of storing up to about 20 TB of
data. We have developed a client-server system capable of high throughput, distributed processing for several
genomics and proteomics analysis tools. We have developed a comprehensive web site for public disseminaƟon
of data related to our publicaƟons.

Personal computers with Internet access are available to all invesƟgators for instrument control, data analysis,
word processing, etc. Six dedicated dual-processor desktop computers for analysis of protein tandemmass spec-
trometry data are equipped with MyriMatch, BioWorks, and RELEX, and other soŌware for protein idenƟficaƟon
through database searching forWindows-based applicaƟons and interfacingwith our UNIX- based system.
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Major Equipment:

• 5 - quadrupole ion traps (LTQ) (2 with ETD and all with 2-dimensional HPLCs and nanospray)

• 1 - 9.4 Tesla FT-ICR-MS (with HPLC, ESI, IRMPD and ECD)

• 4 - LTQ-Orbitraps (1 with ETD and all with 2-dimensional HPLCs and nanospray)

• 1 - Triple quadrupole mass spectrometer (for targeted quanƟficaƟon)

• 8 - 10 HPLCs

• 1- Advion Nanomate automated roboƟc nanospray

• 1- GELFREE 8100 system

1.4.2 Next 2-5 years

Newer MS equipment, such as the ThermoFisher Q-ExacƟve and Fusion plaƞorms, are becoming commercially
available, but will only modestly increase the file sizes (tens of gigabytes per measurement at most).

1.4.3 Beyond 5 years

It is not apparent that there will be a significant jump in MS technology in the next 5-7 years, but that is difficult
to predict.

1.5 Process of Science

1.5.1 Present

Past successes have fueled an increased engagement of proteomics capaciƟes, with several large-scale campaigns
each year. In fact, the level of collaboraƟon engagement for proteome work in the last three years has risen
significantly over what was needed in the early phases of the BESC project. To meet these broad and dynamic
needs, BESC proteome workflows fall into two broad categories:

1. Global proteome characterizaƟons: Engagement of proteome and integrated omics approaches to assist
comprehensive understanding and opƟmizaƟon of engineered microbes, and integrated omics to evalu-
ate natural phenotype variants of plants, with a focus on variants that range in lignocellulosic content (in
parƟcular, for poplar top lines).

2. Targeted idenƟficaƟons / quanƟficaƟons: Deployment of a proteome-based total microbial cell density
assay to relevant BESC fermentaƟons, a customized MS approach to verify idenƟƟes and integriƟes of
purified proteins, gel bands, fracƟons, etc. from selected sample preparaƟon protocols, engagement of
targeted proteome approaches for specific quanƟficaƟon determinaƟons of key natural and engineered
protein complexes (i.e., natural and arƟficial cellulosomes).

1.5.2 Next 2-5 years

It is not clear that the current level of effort and MS focus will change significantly over the next 2–5 years.
Projects come and go as funding permits, so it is difficult to esƟmate the nature of the research workflow. MS
capabiliƟes at ORNL conƟnue to be heavily engaged, so there is most likely the possibility of adding addiƟonal MS
hardware, as the current LC-MS/MSmeasurements are not high throughput. This will generate amodest increase
in computaƟonal needs and data transfers, but it is not expected to create an unsurmountable boƩleneck.
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1.6 SoŌware Infrastructure

1.6.1 Spectral assignment by database searching

PepƟdes arematched toMS/MS spectra usingMyriMatch v2.1. For database searching,microbial or plant genomes
are translated and annotated into FastA proteome databases, which are then appended with common contami-
nants, including the sequences for trypsin and α-chymotrypsinogen, then concatenated with reversed entries to
assess false-discovery rates (FDR). Search parameters include unlimited miscleavages (with an upper Dalton limit
of 10,000) for each specific protease used in the analysis. For trypsin fracƟons, pepƟdes were required to contain
at least one trypƟc ends (semi-specific; K or R). PepƟde modificaƟons included in each database search included:
A staƟc +57.0214 Da on cysteines (carboxamidomethyl by IAA), a dynamic +43.0082 Da on pepƟde N-termini
(carbamylaƟon via urea breakdown), and a dynamic +15.9949 Da on methionine to account for sample-induced
pepƟde oxidaƟon (max dynamic mods = 2).

1.6.2 BioinformaƟc tools employed for data analysis and interpretaƟon

IDPicker v. 3.0 is used to assemble idenƟfied pepƟdes into proteins and filter the data for subsequent analy-
sis. Metrics for individual sample runs are tabulated by IDPicker aŌer adjusƟng the filters to maintain FDR at
acceptable rates (approximately 0.5% at PSM-level, 1% at pepƟde-level, and 2-5% at the protein-level) mainly by
adjusƟng the number of assigned spectra per protein on a sample-by-sample basis). Other filters remain con-
stant: 1 spectrum per pepƟde, 2 disƟnct pepƟdes per protein, and q-value ≤ 0.02. Assignment frequencies for
each sample are assessed and compared across fracƟons and include a deeper analysis of high-quality pepƟde
spectral assignment by ScanRanker. Data are merged together and staƟsƟcal distribuƟons are compared across
protease fracƟons. For semi-quanƟtaƟve analyses and comparisons, pepƟde and protein matched-ion intensiƟes
are calculated for each PSMand tabulated at both pepƟde and protein levels. Sequence coverage analyses include
helical overlap propensiƟes in predicted membrane proteins and protein-level hydrophobicity assessments were
aided by TMHMM transmembrane domain predicƟon and Kyle–DooliƩle hydropathy scores. PepƟde coverage
maps, proteolyƟc cleavage propensiƟes, and amino acid frequencies are assessed in MicrosoŌ Excel by combin-
ing pepƟde data from IDPicker with Transmembrane Helices Hidden Markov Models (TMHMM). Venn diagrams
for pepƟde-level comparisons of each proteolyƟc fracƟon are created using eulerAPE.

1.7 Cloud Services

Minor aƩempts have been made to uƟlize Amazon cloud compuƟng on a limited basis, but it has not been ex-
plored on a large-scale or sustainable level.

Big quesƟons remain about the future of cloud compuƟng for proteome research, in terms of uploading data,
processing data, storing/accessing data, and disseminaƟng data. At present, there is excitement about not main-
taining local hardware, but the current pracƟcal costs of cloud compuƟng are unacceptable.
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Table 1.1: The following table summarizes data needs and networking requirements for BESC.

·	
  	
  	
  What	
  are	
  the	
  current/new	
  
instruments	
  and	
  data	
  sources?	
  	
  	
  	
  	
  	
  	
  
ThermoFisher	
  Orbitrap	
  systems.

·	
  	
  	
  What	
  is	
  the	
  size	
  of	
  
one	
  data	
  set?	
  (E.g.	
  
5TB/set)	
  	
  2-­‐4	
  GB

·	
  	
  	
  How	
  long	
  does	
  it	
  take	
  to	
  
transfer	
  a	
  data	
  set	
  on	
  the	
  local	
  
network?	
  	
  Minutes	
  -­‐	
  tens	
  of	
  
minutes

·	
  	
  	
  How	
  long	
  does	
  it	
  take	
  to	
  transfer	
  
a	
  data	
  set	
  offsite?	
  30-­‐60	
  min.

·	
  	
  What	
  is	
  the	
  current/new	
  
software	
  used	
  in	
  scientific	
  
process?	
  	
  Commercial	
  (Sequest,	
  
Mascot,	
  MyriMatch)	
  and	
  
customized	
  packages

·	
  	
  	
  What	
  is	
  the	
  general	
  
range	
  of	
  data	
  set	
  sizes?	
  
(E.g.	
  500GB	
  to	
  2TB	
  
depending	
  on	
  
experiment?)	
  10	
  MB	
  -­‐	
  5	
  
GB

·	
  	
  	
  How	
  frequent	
  are	
  the	
  transfers?	
  
twice	
  per	
  week

·	
  	
  	
  What	
  is	
  the	
  data	
  set	
  
composed	
  of?	
  (lots	
  of	
  
small	
  files	
  in	
  one	
  data	
  
set)

·	
  	
  	
  How	
  frequent	
  are	
  the	
  
transfers?	
  	
  once	
  per	
  day

·	
  	
  	
  Where	
  are	
  the	
  collaborating	
  
sites/destination	
  points	
  for	
  the	
  
data	
  transfers/data	
  sets?	
  	
  To	
  
computer	
  server	
  and	
  back	
  to	
  
ORNL

·	
  	
  	
  What	
  are	
  the	
  planned,	
  new	
  data	
  
sources/instruments?	
  	
  
ThermoFisher	
  Q-­‐Exactive	
  and	
  
Fusion	
  systems	
  

·	
  	
  	
  Size	
  of	
  one	
  data	
  set:	
  5-­‐
20	
  GB

·	
  	
  	
  How	
  long	
  does	
  it	
  take	
  to	
  transfer	
  
a	
  data	
  set	
  offsite?	
  	
  desire	
  to	
  be	
  <	
  5	
  
min

·	
  	
  	
  What	
  are	
  the	
  
planned/expected	
  software	
  
packages?	
  (Unknown)

·	
  	
  	
  Range	
  of	
  data	
  set	
  
sizes:	
  	
  1-­‐20	
  GB

·	
  	
  	
  How	
  long	
  does	
  it	
  take	
  to	
  
transfer	
  a	
  data	
  set	
  on	
  the	
  local	
  
network?	
  desire	
  tens	
  of	
  
GB/sec

·	
  	
  	
  How	
  frequent	
  are	
  the	
  transfers?	
  	
  
once	
  per	
  day

·	
  	
  	
  Data	
  set	
  composition:	
  
lots	
  of	
  small	
  files	
  in	
  one	
  
data	
  set

·	
  	
  	
  How	
  frequent	
  are	
  the	
  
transfers?	
  once	
  per	
  day

·	
  	
  	
  Describe	
  any	
  planned	
  new	
  data	
  
sources	
  or	
  software	
  packages

·	
  	
  	
  What	
  is	
  the	
  strategic	
  
direction	
  for	
  data	
  flow,	
  
science	
  process,	
  etc.?	
  More	
  
seamless	
  from	
  exptl.	
  Design	
  
to	
  data	
  dissmemination.

·	
  	
  	
  Size	
  of	
  one	
  data	
  set	
  
(e.g.	
  5TB/set)	
  100	
  GB

·	
  	
  	
  What	
  is	
  the	
  strategic	
  
direction	
  for	
  data	
  flow,	
  
science	
  process,	
  etc.?	
  More	
  
seamless	
  from	
  exptl.	
  Design	
  
to	
  data	
  dissmemination

·	
  	
  	
  Range	
  of	
  data	
  set	
  
sizes	
  (e.g.	
  500GB	
  to	
  2TB	
  
depending	
  on	
  
experiment)	
  up	
  to	
  1	
  TB

5+	
  years

0-­‐2	
  years
·	
  	
  	
  Highlights	
  of	
  currrent	
  
science	
  process

2-­‐5	
  years
·	
  	
  	
  What	
  are	
  the	
  foreseeable	
  
changes	
  to	
  data	
  flow,	
  
science	
  process,	
  etc?	
  	
  Not	
  
much,	
  except	
  2-­‐5X	
  in	
  size	
  
and	
  speed	
  of	
  data	
  
acquisition

Key	
  Science	
  Drivers Anticipated	
  Network	
  Needs

Instruments,	
  Software,	
  
and	
  Facilities Process	
  of	
  Science Data	
  Set	
  Size Local-­‐Area	
  Transfer	
  

Time	
   Wide-­‐Area	
  Transfer	
  Time	
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Case Study 2

Genomics and Environmental Research in
Microbial Systems Laboratory

2.1 Background

The Genomics and Environmental Research in Microbial Systems (GERMS) Laboratory at Iowa State University
believes that humans are changing the environment that we live in, and we must understand and manage the
impacts of global change. Our goal is to provide scienƟfic research that can inform decisions and policy. Specif-
ically, we integrate tradiƟonal microbiology approaches with high-throughput sequencing approaches and com-
putaƟonal biology as invesƟgaƟve tools to understand natural and engineered microbial populaƟons. Our data is
mainly comprised of sequencing data sets (varying technologies), metabolomics, and experimentally associated
environmental factors or treatments. The integraƟon of these heterogeneous data sets is criƟcal for our scien-
Ɵfic process. Our goal is to use these data sets to understand and manage microbial interacƟons that impact our
lives.

2.2 Network and Data Architecture

Our group’s network and data architecture consists primarily of cloud compuƟng resources provided by Argonne
NaƟonal Laboratory (a collaboraƟon associated with DOE BER Award Number SC0010775). Consequently, our
local resources consist of personal computers that connect to on-demand cloud resources. Our scienƟfic process
requires data transfers from sequencing faciliƟes, collaborators, public data sets, and between mulƟple cloud
servers. Data is moved between data streams via standard protocols (HTTP/S, FTP, and SCP/FTP).

2.2.1 Local Network and Data Architecture

Our group does not currently maintain any local compute infrastructure beyond laptops (4–16 GBmemory). Data
products greater than 10 GB are not stored on these computers. Data that are stored on these machines are
mainly visualizaƟon products (e.g., graphs, figures, etc.) from data analyses that are performed on remote re-
sources. Local data is backed up on local hard drives as well as Google Drive. This data is shared with Google
Drive and/or version-controlled repositories such as Github.

The Iowa State HPC architecture is available (with a buy-in) as well (see Table 2.1).

Our local network architecture in our campus building has a Cisco Catalyst 3750-X switch stack that is dually
aƩached (1 Gbps or 10 Gbps) to a pair of Cisco Nexus 7706s. The 7706s aƩach to our core routers over the
campus backbone (10 Gbps). The core routers then aƩach to the border Cisco ASRs (100 Gbps) that then go out
to the Internet.
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Table 2.1: Iowa State University HPC available resources.

No. of
Nodes

Processors per Node Cores per
Node

Memory
per Node

Inter-
con-
nect

Local
Scratch
Disk

ConfiguraƟon of
Node

256 Two 2.2. GHz 4-Core
Intel Opteron 2354

8 8 GB 20 GB
IB

150 GB Normal
compute with
MPI

60 Two 2.2 GHz 4-Core Intel
Opteron 2354

8 8 GB 20 GB
IB

150 GB Hadoop

Figure 2.1: ISU local network architecture diagram.

2.2.2 Remote Network and Data Architecture

Virtual machine instances in the Argonne cloud are currently connected via a 1 or 10 Gbps connecƟons. A 10
or 40 Gbps SDN-enabled network is also being evaluated. Future deployments would likely employ a similar
network. Network access control lists (Security Groups) and Network Address TranslaƟon (NAT) is provided by
theOpenstack network nodes in a redundant configuraƟon. These network nodes uƟlize 4x10 gigabit connecƟons
upstream to the border router and downstream to the access switches. High-performance data transfers will be
enabled using Globus and GridFTP. This will be deployed across both virtual instances and discrete, purpose-built
data transfer nodes (DTNs).

2.3 Collaborators

Our collaborators include Argonne NaƟonal Laboratory (n = 5, where n is a Principal InvesƟgator), the Joint
Genome InsƟtute (n = 2), Pacific Northwest NaƟonal Laboratory (n = 2), and invesƟgators at Iowa State Univer-
sity (n = 6), Michigan State University (n = 3), the USDA Agricultural Research Service (n = 3), the Academy of
Sciences of the Czech Republic (n = 2), the University of Chicago (n = 1), the University of Illinois-Urbana (n = 1),
and the University of Minnesota (n = 2). Data products are regularly requested from and to these collabora-
tors.

2.3.1 Present

Currently, our group regularly uses cloud instances ranging from 22 GB, 8 VCPU (n = 3) to 248 GB, 8 virtual CPUs
(n = 1). We use 65 TB of storage, which are backed-up manually (30% of this storage is data that needs to be
backed-up). The highmemory instance is usedmainly for a key part of our scienƟfic process called genome assem-
bly. This requires that each sequence in a data set be compared to all other sequences in the data set (possibly
terabytes in size) and is a computaƟonally intensive process. The remaining instances are used for other parts in
our scienƟfic process (see Figure 2.2). In the next two years, we expect the memory requirements for assembly
to decrease, though not significantly. We also expect that the numbers of samples and volume of sequences will
also scale up, requiring increased capabiliƟes of parallel processing though not necessarily increased memory
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Figure 2.2: ANL WAN and cloud infrastructure.

requirements. We anƟcipate that storage needs will increase exponenƟally in the short term—likely doubling
every year.

2.3.2 Next 2-5 years

We expect to double the need for resources in the next two to five years, parƟcularly in the number of nodes and
cores we require. We anƟcipate moving from the ANL cloud compute instances to Iowa State HPC, as the funded
collaboraƟon with Argonne will conclude. This will require a significant purchase into the ISU HPC for dedicated
access and also provide long-term access to these compute resources, which we anƟcipate being sufficient for
the next five years. We expect our required storage space to grow exponenƟally, likely doubling every one to
two years for the next five years (500–1000 TB). AddiƟonally, we anƟcipate that the number of incoming data
streams will increase, extending into accessing and analyzing publicly available data sets. These data sets will
most likely be stored on independent servers or public repositories (e.g., NCBI, EBI, MG-RAST). We anƟcipate
that our analysis workflow will be largely automated, and we will need to idenƟfy new approaches to enable an
automated and efficient release of large data products to the public.

2.3.3 Future

Based on the producƟon of sequencing technologies, it is esƟmated that worldwide capacity for sequencing cur-
rently exceeds 35 TB a year. Though much of this sequencing capacity is currently concentrated at research
insƟtuƟons, hospitals, and large companies (agriculture and biotech), the decreasing costs of this data will make
it increasingly democraƟzed and available to independent laboratories in the future. Given this growth, we an-
Ɵcipate that storage will conƟnue to exponenƟally increase in its requirements, and we will need novel data
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compression approaches and/or become increasingly selecƟve of the data we store. We anƟcipate that the avail-
ability of local resources to provide parallel compuƟng opportuniƟes may be restricƟve for our research and will
likely also use elasƟc cloud compuƟng for our data processing going forward. We anƟcipate that the types of het-
erogeneous data sets that we obtain will increase and include real-Ɵme, sensor data to complement molecular
approaches. Analyses of these data sets will require obtaining and integraƟng data from an increasing number
of sources (e.g., sensor networks, sequencing faciliƟes, and public databases).

We also anƟcipate that there will be an increasing number of informaƟve public data sets that will need to be
queried, obtained, analyzed, and integrated into our scienƟfic workflow. These data sets will likely be in non-
standard formats. At the same Ɵme, we will increasingly need to provide our data sets to others with compaƟble
standards. These exchanges of datawill require novelmethods of data exchange aswell as approaches to track the
provenance and usage of data to encourage sharing and ensure appropriate credit can be provided. In summary,
we anƟcipate that we will have a need to both push and pull an increasing number and volume of heterogeneous
data sets that will require mulƟple resources, many of which will need to be searchable. For example, we would
want to compare local Iowa water microbial communiƟes to water communiƟes in Minnesota. The availability
of a federated search that could idenƟfy all projects that occurred within constrained Global PosiƟoning System
coordinates would be a significant transformaƟve resource for our scienƟfic process. Alternately, we could use
such a search constrained to specific sequences to idenƟfy their global presence. Michael Schatz provides an
insighƞul perspecƟve that provides a helpful discussion of this vision and its computaƟonal requirements.1

Another key obstacle for the future of our science, and arguably the main obstacle for our field, is that domain
experts are not adequately trained to contribute to and benefit from opportuniƟes of these data sets. Even as
novel tools are developed that may provide soluƟons tomany problems, they can only be used by a small number
of groups who have adequate training for their integraƟon.

2.4 Process of Science

Our process of science can be summarized in the following steps and shown in Figure 2.3:

• Prepare the genomic representaƟon of experimental microbial communiƟes

• Obtain gene sequences from a sequencing facility

• Extract informaƟon from genomic sequences through assembly and/or alignments to known or assembled
references

• Increase the quality of these gene sequences, including but not limited to assembly of sequence read frag-
ments that overlap

• EsƟmate abundances of genes for each sample in experiment

• Integrate abundance, annotaƟon, and metadata or data from collaborators

2.5 Remote Science AcƟviƟes

Our collaborators at academic universiƟes regularly provide sequencing and sensor data (both real Ɵme and in-
dependently sampled) that are required to be integrated with our sequencing data sets. The transfer of this data
depends on having access to our cloud instances by providing temporary SSH keys. This soluƟon is not ideal,
given that it requires significant user training on both ends and access to an instance that cannot be compro-
mised.

1hƩp://www.biorxiv.org/content/biorxiv/early/2015/06/02/020289.full.pdf.
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Figure 2.3: GERMS Lab scienƟfic process of sequencing data to informaƟon. Green arrows indicate areas where we anƟcipate
significant data transfer challenges in the future. The doƩed blue boxes indicate products that are associated with the highest
demand to be shared. The red ovals indicate the amount of disk storage / memory Ɵmes the number of samples required for
each step, with the number of nodes, n, expected to double every one to two years.
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2.6 SoŌware Infrastructure

Our data transfers currently rely heavily on standard protocols (HTTP/S, FTP, SCP/FTP). When downloading public
repositories (fromNCBI andMG-RAST), we employ their current APIs but this requires significant soŌware training
for students that is consistently and rapidly changing. In limited circumstances, and only on HPC systems, we have
used Globus to transfer large data sets, and this was a soluƟon that was facilitated by the local HPC resources.
Another regular acƟvity of our scienƟfic process is the compression and/or expansion of large data sets for various
soŌware or analyses. Going forward, we are hopeful that there will be soŌware tools that can include online
streaming analyses of our data sets so that we will not have to store the data but can begin working with our
inferences from these data sets as quickly as possible.

2.7 Cloud Services

Currently, we are nearly exclusively uƟlizing a private cloud hosted by Argonne NaƟonal Laboratory. Going for-
ward, we do not anƟcipate that public cloud services will provide a pracƟcal cost soluƟon for the volumes of data
we need to process, and consequently, we are anƟcipaƟng invesƟng in local HPC soluƟons. However, local HPC
soluƟons currently provide limited access for collaborators, and in this case, we may turn to the cloud services.
Our preference is to have a single compute soluƟon, as data transfer and storage becomes increasingly costly
with more compute.

2.8 Outstanding Issues

SoŌware and hardware soluƟons that are not accompanied with accessible documentaƟon or training for our
students are challenging to integrate into our workflows. Although my group is increasingly mulƟ-disciplinary,
our collaborators may not have similar backgrounds or training, and we are regularly challenged by a need of
training with even standard large data transfer protocols in this domain.
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Case Study 3

Great Lakes Bioenergy Research Center
Sustainability Research: Biogeochemical
Responses

3.1 Background

3.1.1 Overview of the Great Lakes Bioenergy Research Center

The producƟon of abundant, clean, and sustainable energy is among the greatest challenges facing society. To
help meet this challenge, the interdisciplinary, mulƟ-insƟtuƟonal team of researchers at the Great Lakes Bioen-
ergy Research Center (GLBRC) is working to create a future in which cellulosic biofuels will be a major contributor
to the NaƟon’s energy porƞolio. The GLBRC mission is to perform the basic research that generates technology
to convert cellulosic biomass to ethanol and advanced biofuels. In pursuit of its mission, GLBRC performs fun-
damental, genome-enabled research that generates the knowledge needed to sustainably produce biofuels and
co-products from lignocellulosic plant material.

GLBRC is emphasizing the deployment of producƟve cropping systems of perennial plants with improved process-
ing traits and the conversion of convenƟonal crop residues and perennial crops to ethanol, advanced biofuels,
and valuable co-products. It is addressing twomajor knowledge gaps that support the goals of the DOE Bioenergy
Research Center program:

1. Sustainable producƟon of crops containing desirable biofuel traits, and

2. Efficient conversion of biomass into fuels and chemicals

3.1.2 Sustainable ProducƟon of Crops Containing Desirable Biofuel Traits

The economic and environmental sustainability of cellulosic biofuels depends greatly on the choice of feedstock
crops: how they are produced, and whether they compete for land with food producƟon. Current agricultural
crops were developed mainly for food or fiber producƟon. OpƟmal sustainable biofuel crops will have different
traits than those of crops used solely for food. Consequently, GLBRC is focused on creaƟng crops with traits that
improve their value as biofuel feedstocks.

One long-term goal of the center is to understand (1) the aƩributes and mechanisms responsible for environ-
mental sustainability of biofuel producƟon systems and (2) socioeconomic factors, such as incenƟves and policy
opƟons, that will lead to their acceptance. Most GLBRC field research is carried out at three different scales:
(1) small plots for measurement-intensive experiments, such as the Biofuel Cropping System Experiment (BCSE)
(Figure 3.1) replicated at the Kellogg Biological StaƟon (KBS) in Michigan and the Arlington Agricultural Research
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StaƟon (AARS) in Wisconsin; (2) scale-up sites (Figure 3.3) for field-scale carbon (C) balance experiments using
eddy covariance towers (Figure 3.2) at KBS, and (3) extensively dispersed fields for biodiversity invesƟgaƟons
across the landscapes of central Michigan and Wisconsin.

In addiƟon, four mulƟ-county areas in Michigan and Wisconsin (two north and two south) are being used for full
life-cycle assessments of different cropping scenarios using exisƟng land use, infrastructure, and demographic
properƟes. Data from all three scales are used to perform regional-scale modeling, focusing parƟcularly on the
North Central Region of the United States. In 2012, GLBRC iniƟated a marginal lands experiment (MLE) on plots
of seven perennial crops on previously fallow land at three sites along a laƟtudinal gradient in both Michigan and
Wisconsin (Figures 3.4 and 3.5).

Sustainability research in the GLBRC comprises six projects: (1) novel producƟon systems, (2) microbe-plant in-
teracƟons, (3) biogeochemical processes and responses, (4) biodiversity services, (5) economic services, and (6)
biophysical, economic, and life cycle modeling drawing on data generated by the others.

This case study focuses on the data generated by the Biogeochemical Responses research project, with a parƟcular
focus on the experiments and measurements conducted in the Michigan State University (MSU) porƟon of the
project. The main objecƟves of this project are to beƩer understand how cellulosic biofuel cropping systems
compare with respect to: (1) nutrient conservaƟon and water use efficiency, which regulate producƟvity and
affect producƟon costs; and (2) global warming impacts, which inform decisions on energy policy. This research
focuses on greenhouse gas fluxes and agricultural yields from conƟnuous corn, corn-soybean rotaƟons (with and
without cover crops), and six perennial cropping systems: switchgrass, miscanthus, hybrid poplar, mixed naƟve
grasses, old fields (successional), and naƟve prairie. A diverse array of data types are collected in this project,
including: soil water quality, greenhouse gas emissions, soil carbon and nitrogen, soil water content, and eddy
covariance measurements of ecosystem carbon balance (see Figure 3.2 and SecƟon 3.5).

Figure 3.1: Bioenergy Cropping System Experiment (BCSE) depicƟng eight cropping systems treatments replicated five Ɵmes
in 30 x 40m plots.

3.2 Network and Data Architecture

The KBS network supports 1-gigabit connecƟons at the main buildings and to the GLBRC BCSE agricultural fields.
Wireless connecƟvity is available throughout the research facility and at all of the GLBRC field sites. Figure 3.6
shows the connecƟvity on the KBS campus.
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Figure 3.2: Eddy covariance tower at scale-up fields (see Figure 3.3) used to esƟmate C balance of annual and perennial
cropping systems.

Figure 3.7 shows the fiber connecƟons from KBS to Western Michigan University (WMU) and the connecƟon
from WMU to MSU via Grand Rapids. The WMU Grand Rapids-MSU connecƟon uƟlizes the MERIT (Michigan
EducaƟonal Research InformaƟon Triad) network. The WMU KBS connecƟon is provided by CTS (Climax Telecom
Systems). There is a 1-gigabit connecƟon throughout the route.

3.3 Collaborators

The sustainability biogeochemistry research group has a replicate BCSE at theUW’s AARS. UWdata are stored on a
KBS GLBRC database andmade available for download (for GLBRC Sustainability researchers) from the GLBRC Sus-
tainability Data Catalog.1 Data sets are small enough that UWcan email files to the KBSDatabasemanager.

The biogeochemical responses project is acƟvely collaboraƟng with all of the other GLBRC sustainability research
projects to ensure that GLBRC sustainability research is integrated and synergisƟc. These projects are located
mainly at MSU, KBS, UW, and the University of Maryland. The project is also working with non-GLBRC faculty on
soil hydrology and hydrogeology quesƟons that are perƟnent to crop water use, including researchers at MSU,
the Queensland University of Technology, and UW.

The eddy covariance team has developed several collaboraƟve efforts including modeling integraƟon with the
GLBRC sustainability computaƟonal modeling group (University of Maryland), data syntheses with the Amer-
iflux Network, and with researchers in the Biosystems and Agricultural Engineering Department (MSU) to ex-
plore the possibility of detecƟng species composiƟon based on ground-level spectral measurements at mixed
prairies.

The project also plans to iniƟate a collaboraƟon with researchers in GLBRC’s deconstrucƟon area (at MSU) to ex-
amine N2O sources in biofuel cropping system soils using isotopomers (i.e., the stable isotope raƟos of the two
nitrogen atoms in N2O). As part of this work, the project will take iniƟal isotopomer flux samples in the BCSE,
switchgrass N gradient, and rainout shelters for spectroscopic and isotope-raƟo mass spectrometry (IRMS) SP
analysis, and couple these findings to on-going work with mass fluxes and N process, and metagenomics mea-
surements being made in these experiments.

1GLBRC Sustainability Data Catalog can be found at: http://data.sustainability.glbrc.org/.
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Figure 3.3: Novel cropping systems Scale-up Experiments (Lux Arbor Reserve and Marshall Farms, MI) with 35 to 50-acre
fields, 2 sites, 3 cropping systems (conƟnuous corn, switchgrass, restored prairie) at each site and reference. Eddy flux towers
conƟnuously measure CO2 and H2O fluxes in and out of plant canopies.

3.4 Instruments and FaciliƟes

3.4.1 Present

Data collected as part of KBS GLBRC research acƟviƟes are managed locally on PostgreSQL and PostGIS open-
source, object-relaƟonal, scalable database systems that run in a Linux environment on the database servers.
The servers are mirrored on the MSU campus (East Lansing). Postgres has funcƟonality to ensure database in-
tegrity and access controls. A local telecom company provides a 10 Mbps backup link. Researchers use specially
developed applicaƟons that allow them to remotely check their field data and data logger baƩery status so that
instruments have liƩle down Ɵme.

A Quantum Cascade Laser (QCL) instrument was recently deployed in the field as a novel means to measure
trace gases. This instrument is capable of making conƟnuous trace gas measurements and will produce more
and beƩer data in less Ɵme, allowing for more in-depth understanding of the paƩerns and controls of trace gas
fluxes. A hotspot to save the data in the field will be installed soon. When the hotspot detects the MSU network,
MSUnet, it will load the saved data into the database.
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Figure 3.4: Marginal lands experiment (MLE) sites.

Figure 3.5: Marginal lands experiment MI South site layout (7 perennial cropping systems x 4 replicate blocks: switchgrass,
miscanthus, poplar, mixed grasses, successional, and restored prairie).

3.4.2 Next 2–5 years

In the next 2–5 years, the project plans to expand the biogeochemical and hydrological measurements to the
GLBRC marginal land experiments, while maintaining somemeasurements at the main sites for comparison. Ide-
ally similar measurements would be made at the marginal land sites as have been made at KBS and Arlington,
although the logisƟcs will be more challenging because of the distances and seƫngs. Some of the BCSE repli-
cates may be converted from cellulosic biofuel crops back to convenƟonal annual crops (corn-soybean rotaƟons)
to study the biogeochemical responses and their implicaƟons for global warming impact over the enƟre cropping
cycle.

3.5 Processes of Science

3.5.1 BCSE Comparing Candidate Grain and Cellulosic Biofuel Crops

BCSE, which was set up in the first year of GLBRC (2008) at KBS and Arlington, conƟnues to be the centerpiece of
GLBRC’s biogeochemical responses research. The main experiments are replicated, randomized plots containing
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Figure 3.6: Kellogg Biological StaƟon local area network.

a diverse set of biofuel cropping systems including candidate cellulosic crops as well as grain crops (corn and
soybean) that are currently used as biofuel feedstocks. Background soil characterisƟcs and spaƟal variability were
documented in detail at the outset and will be re-examined in 2016–2017. The field measurements necessary
to understand biogeochemical responses as the experimental plots became established were begun in 2009 and
have been maintained to the present.

In addiƟon to the main experiments, switchgrass is grown across a nitrogen ferƟlizaƟon gradient to examine
the yield response as well as how nitrate leaching and nitrous oxide emission increase with ferƟlizaƟon. A
corn/soybean/wheat rotaƟonal crop system across a similar N gradient, crossed with irrigaƟon vs. no irrigaƟon,
is maintained at the KBS Long-Term Ecological Research (LTER) site and serves to compare grain crops to switch-
grass.

This is designed to be a sustained measurement program that will conƟnue through the life of the project, en-
abling examinaƟon of the short-term as well as more gradual, protracted responses of the soil-plant system to the
establishment of new crops and culƟvaƟon regimes. MulƟple years of observaƟons also encompass the range
of climate variability, which is important for crop water availability and phenology. Biogeochemical and water
sampling conƟnue outside as well as during the growing season unless precluded by weather condiƟons. When
the crops reach the end of their most producƟve period (usually 10–15 years aŌer establishment), researchers
will begin converƟng the experimental plots back to convenƟonal corn-soybean producƟon systems. This will
allow study of the implicaƟons of transiƟoning out of cellulosic biofuel cropping systems, which is as important
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Figure 3.7: Michigan MERIT network with KBS, WMU, MSU connecƟon shown in red.

to a comprehensive assessment of sustainability as the work to date on conversion of croplands or grasslands to
biofuel crops.

3.5.2 Exchanges of CO2 and Water at Whole-field Scales by Eddy Covariance

This research has examined the magnitudes and dynamics of net ecosystem producƟon (NEP) and soil carbon
balances. The energy balance is evaluated as well to study implicaƟons for radiaƟve forcing as well as to esƟ-
mate crop evapotranspiraƟon. The net effects of land conversion to, and subsequent management as, biofuel
cropping systems on the ecosystem carbon balance can only be assessed over short Ɵme scales through eddy-
covariance approaches. The six scale-up fields at KBS have been monitored during and aŌer their conversions to
corn, switchgrass, and mixed-species restored prairie systems, together with a reference site leŌ in ConservaƟon
Reserve Program (CRP) grassland, since January 2009. Three of the converted fields were formerly CRP grasslands
for two decades; the other three were used for row crops.

An open-path eddy-covariance (EC) tower (Figure 3.2) and four respiraƟon chambers with root exclusions were
installed at each of the six scale-up plots (two replicates of switchgrass, restored prairie, and conƟnuous corn
fields with a minimum of 12 ha) and at a naƟve prairie reference site at KBS in December, 2008. The EC towers
take conƟnuous measurements of the net exchanges of CO2, H2O, and energy as well as microclimaƟc variables.
In support of the eddy-covariance work, regular measurements of canopy reflectance, leaf area, and foliar N
have been conducted three to four Ɵmes per growing season. Root increment cores that quanƟfy the annual
root producƟon have been installed since 2009.
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3.5.3 Soil Organic MaƩer Dynamics Following Conversion of Grasslands to Biofuel Crop
ProducƟon

This research invesƟgates details of soil organic maƩer (SOM) sequestraƟon of carbon in soils across candidate
biofuel cropping systems and as a funcƟon of crop management. The field work has been carried out in the
BCSE, scale-up fields, extensive sites, and LTER experiments, with the primary goal of understanding processes
that regulate soil carbon cycling responses to bioenergy crop producƟon. Specific acƟviƟes have included the
following:

1. Evaluate the impacts of soil carbon process changes on the extent and diversity of soil microbial communi-
Ɵes that play key roles in maintaining soil ferƟlity;

2. Examine the physical and chemical stabilizaƟon of new carbon inputs under diverse bioenergy crop systems;

3. Evaluate bioenergy crop liƩer decomposiƟon, its microbial controls, and contribuƟons to soil carbon for-
maƟon; and

4. Conduct stable isotope tracer experiments to determine the feasibility of maintaining soil carbon in bioen-
ergy crop systems using cover crops.

3.5.4 Non-Leguminous Nitrogen FixaƟon

Nitrogen (N) supply is key to the sustained producƟvity of grasses such as switchgrass and Miscanthus, and the
possibility exists that symbioƟc or otherwise closely associated microbes fix nitrogen from atmospheric N2, as is
the case for legumes. Yet nitrogen fixaƟon has yet to be conclusively demonstrated as important to the nitro-
gen supply of these species. Stable isotope tracing can reveal nitrogen fixaƟon but is technically challenging. In
2014, the project conducted three 15N2 addiƟon experiments: whole-plant incubaƟon in a gas-Ɵght chamber (to
measure an N2-fixaƟon rate), incubaƟons with individual plant parts in vials, and in situ 15N2 addiƟons. In 2015,
the 15N2 delivery method was refined by doing trial addiƟons with the inert tracer gas SF6. Then

15N2 gas was
added to each of 4 replicate plots twice, once during the early growing season (early June), and once just before
flowering (late June). In addiƟon, soil N2 fixaƟon by free-living microbes was measured four Ɵmes per year, in
three nitrogen ferƟlizer treatments, at both KBS and Arlington.
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Biogeochemical Responses Experiments Major Data Types
Data type How measured Measurement

frequency
LocaƟon Data volume Delivery to

database
Soil moisture profiles Time Domain Reflec-

tometry (TDR)
ConƟnuous KBS + UW in-

tensive sites
Not signif. AutomaƟc

flow to data
server

Greenhouse gas
fluxes

StaƟc chamber; lab
gas chromatorgraphy

Biweekly KBS + UW in-
tensive sites

Not signif. AutomaƟc
flow to data
server

Greenhouse gas
fluxes

Automated gas
chambers; field gas
chromatorgraphy

Several Ɵmes
per day, year-
round

KBS Intensive
Site

Not signif. AutomaƟc
flow to data
server

CO2 and H2O fluxes Eddy covariance ConƟnuous KBS Scale-up
sites

About
60MB/day

AutomaƟc
flow to server

Soil inorganic nitro-
gen; soil organic car-
bon and nitrogen

Soil sampling; lab
analysis by Autoan-
alyzer or Elemental
Analyzer.

Monthly
(inorganic)
and annually
(organic)

All sites Not signif. Periodically;
at least
annually

Surface soil moisture Field sensors and log-
gers

ConƟnuous KBS Scale-up;
UW intensive
sites

Not signif. Periodically;
at least
annually

Soil water nitrate
concentraƟon

SucƟon soil sam-
plers; ion chro-
matography or
autoanalyzer

Biweekly KBS + UW in-
tensive sites

Not signif. Periodically;
at least
annually

3.6 Remote Science AcƟviƟes

University of Wisconsin researchers on this project load raw gas chromatograph data into a KBS web applicaƟon
to visualize, clean, and convert the raw trace gas data to gas flux data.

Theproject’s researchdoes not use anymajor scienƟfic instrumentswith large data flowat remote locaƟons.

3.7 SoŌware Infrastructure

Presently, researchers work with specially developed applicaƟons that allow them to remotely check their field
data and data logger baƩery power so that instruments have liƩle down Ɵme. Eddy flux data is analyzed with the
EdiRe package (University of Edinburgh, v 1.5.0.32, 2012). Data collected as part of KBS GLBRC research acƟviƟes
are managed locally on PostgreSQL and PostGIS open-source, object-relaƟonal, scalable database systems that
run in a Linux environment on our database servers. The servers are mirrored on theMSU campus (East Lansing).
Postgres has funcƟonality to ensure database integrity and access controls.

3.8 Cloud Services

Amazon S3 is uƟlized for the sustainability research publicaƟon database.

3.9 Outstanding Issues

The marginal lands experimental sites are remote from exisƟng data collecƟon sites.
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Site Distance from (miles)
KBS Madison

MI South (Lux Arbor, Delton) 8
MI Central (Lake City) 158
MI North (Escanaba) 435 244
WI South (Lancaster) 81
WI Central (Hancock) 84
WI North (Rhinelander) 205
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Case Study 4

Joint Genome InsƟtute

4.1 Background

The Joint Genome InsƟtute (JGI) is a raw data generator as well as a large repository of genomic data. The JGI
runs several sequencers nearly 24X7 and these systems send their data to NaƟonal Energy Research ScienƟfic
CompuƟng (NERSC) Center in nearly real Ɵme. External collaborators access JGI data through several web por-
tals.

ScienƟsts around the world submit applicaƟons to have their data processed and sequenced at the JGI. There
is also a growing syntheƟc biology group that produces a relaƟvely Ɵny amount of data (tens of gigabytes per
year).

In addiƟon to sequencing, the JGI now offers metabolomics analysis and has installed two mass spectrometer
machines. Data from mass spectrometers are also transferred to NERSC in nearly real Ɵme.

4.2 Network and Data Architecture

The JGI is now connected to the Lawrence Berkeley NaƟonal Laboratory’s network, LBLnet. It has a 2x10 Gbps
connecƟon to NERSC and 1 Gbps Ethernet connecƟon throughout the facility. All of the data generated at the
center is accessed through web portals that are housed at NERSC. Most data is kept in HPSS, but the JGI also has
7.1 PB of Global Parallel File System (GPFS) storage and some web servers mount these file systems. The JGI also
has its own Globus endpoint that they have architected to work with their single-sign-on service. NERSC runs
this endpoint on one of the data transfer nodes that are designed for wide-area network transfers outside of the
NERSC facility.

4.3 Collaborators

CollaboraƟng faciliƟes include:

• NERSC—runs the computaƟonal infrastructure for scienƟfic compuƟng at the JGI.

• Hudson Alpha InsƟtute—plant collaboraƟon; JGI funds several FTEs and Hudson Alpha uƟlizes JGI’s se-
quencing and compute infrastructure.

• KBase—integrated data transfer; KBase has access to a large amount of JGI’s data.

• EMSL—another DOE facility with some sequencing and mass spectrometry capabiliƟes. There were eight
new joint projects iniƟated in 2015.
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• Web portal traffic—17,000 new users registered for JGI web portal access in 2015, with more than 700,000
unique visitors in 2015.

• Three DOE Bioenergy Research Centers: JBEI, BESC, and GLBRC—JGI performs sequencing and provides
data to the centers to further their research in biofuels.

• Emerging Technology Opportunity Program—9 projects funded at University of Washington, Stanford Uni-
versity, MIT, University of Vienna, University of California, Berkeley, University of Arizona, Broad InsƟtute,
PNNL, ORNL.

4.4 Instruments and FaciliƟes

• Present

– 140 terabases of genomic sequence generated on behalf of the BER community;

– 17 total sequencers generate approximately 5TB/day, and 8 mass spectrometry systems generate ap-
proximately 100GB/day;

– 8400 core cluster, 72 nodes that have more than 256 GB of memory, and one 2 TB node;

– 7.1 PB of IBM GPFS storage, and 4PB of tape storage in HPSS;

– Hundreds of terabytes of data downloaded by external users.

• Next 2-5 years

– Growth of compuƟng cluster is expected to remain flat and will be located in the new ComputaƟonal
Research and Theory (CRT) at LBNL, so their compute and data will be connected to other faciliƟes
through ESnet.

– Sequencing is esƟmated to stay constantwith a potenƟally smaller data footprint because of increased
read length and technology improvements.

– Web portals will conƟnue to be a criƟcal resource for collaborators and the broader scienƟfic com-
munity, and petabytes are expected to be downloaded per year.

• Beyond 5 years

– New technologies like Oxford Nanopore have the potenƟal to revoluƟonize how sequence data is
generated.

– JGI may ingest more external data, but will always have strength in scienƟfic research Ɵed to devel-
oping a deep understanding of genomics data.

– Web portals will conƟnue to be a criƟcal resource for collaborators and the broader scienƟfic com-
munity; analysis and compute being collocated will limit the need for lots of data downloads.

4.5 Process of Science

• Present

– Sequencers generate around 5 TB per day; mass spectrometers generates 100 GB per day, and data
is streamed to NERSC.

– User downloads generate a larger load on the network and this varies from gigabytes per day to
terabytes per day. Requests are usually limited by the network connecƟvity of the user doing the
download unless they have Globus.

• Next 2-5 years
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Figure 4.1: Each path represents one product the JGI provides to external collaborators. Each rectangular block shows analysis
or interacƟon with the end users. Most of the external collaboraƟon is managed through the Program Management Office
(PMO) the end points Mycocosm, Genome Portal, IMG M/ER and Phytozome are the main JGI web portals.

– Sequencing will remain flat or decrease; data generated by sequencers may decrease depending on
advances in technology.

– Number of mass spectrometry systemsmay increase depending on demands from the scienƟfic com-
munity; small amounts of data, but new analyƟcal tools similar to OpenMSI1 will allow scienƟsts to
ask deeper quesƟons.

• Beyond 5 years

– The JGI has a wealth of genomic data that will always be of interest to scienƟsts around the world,
but we envision a future where the scienƟsts do not need to download data to do their analyses.

– There will be global mirrors for data collocated with computaƟonal tools.

– Technology like Oxford Nanopore will enable larger numbers of scienƟsts to contribute data to sites
like the JGI, so we will ingest more data from external sources.

4.6 Remote Science AcƟviƟes

The JGI is connected to NERSC through ESnet. Remote users primarily interact with JGI data through web portals,
though some send large metagenomic data sets on the order of terabytes via external hard drives. The analyƟcal
tools available to remote users through web portals leverage the compute infrastructure at NERSC to complete
some analysis. Older data is stored in HPSS and retrieved through the JAMO system and then made available to
users for download.

1InformaƟon about OpenMSI can be found at: hƩp://crd.lbl.gov/news-and-publicaƟons/news/2013/openmsi-a-science-gateway-to-sort-
through-bio-imaging-s-big-datasets/.
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4.7 SoŌware Infrastructure

• Present

– The JGI has over 400 soŌware packages installed on their cluster Genepool for analysis; each JGI
program has its own soŌware stack because different tools are opƟmal for different organisms.

– There is no standard workflow management system—primarily Perl and Python glue code between
third-party executables.

– For sequencer soŌware, Illumina analysis done on the machine, PacBio provides the SMRTanalysis
and SMRTportal soŌware used by JGI analysts.

– Major file formats include ASCII, BAM, SAM, CRAM, FASTA, FASTQ, and many more. Different formats
are needed for different types of analysis. Remote users want both the raw data and the analysis that
has been done at the JGI (QA/QC, assembly and annotaƟon). See Figure 4.1 for the flow of the various
products produced by the JGI through different analysis steps.

– JGI uses the JGI Archive andMetadata Organizer (JAMO, a tool developed in-house) for data manage-
ment and provenance.

• Next 2-5 years

– SoŌware stack likely to become even more varied as tools/heurisƟcs improve.

– Standard workflowmanagement system built using Docker containers allowing workflows to run any-
where, not just the JGI’s cluster.

– Sequencer soŌware will conƟnue to be developed and maintained by the sequencer companies.

• Beyond 5 years

– Hopefully we will see some consensus on the best tools for the job and the “best” tools for assembly
and similarity search will be adapted for many-core architectures.

– There will be even more web-based analyƟcal tools that scienƟsts around the world will be able to
use.

– Web portals at the JGI will be modern and able to take advantage of the latest advances in web tech-
nology.

4.8 Cloud Services

It is unclear whether or not the JGI will take advantage of the cloud infrastructure at this Ɵme. We are currently
invesƟgaƟng the feasibility of hosƟng web services in the cloud instead of at NERSC, but foresee some issues with
moving petabytes of data between NERSC and the cloud infrastructure (mostly due to the costs of data storage
and access in AmazonWeb Services and others). We should have a beƩer idea of what this plan will look like and
a full assessment from the JGI at the end of FY16. This analysis is coupled with an effort to examinemore scalable
database infrastructures.

4.9 Outstanding Issues

We are not currently limited by our network infrastructure; though it will be nice to have JGI, KBase, and NERSC
collocated at LBNL.We arewatching the increased usage of the data portals and downloads carefully to determine
addiƟonal resources that may be necessary to support this usage in the future.
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Table 4.1: The following table summarizes data needs and networking requirements for the JGI.

Illumina,	
  PacBio,	
  Oxford	
  
Nanopore,	
  Mass	
  Spec

Average	
  data	
  set	
  size	
  
541GB

·	
  	
  	
  How	
  long	
  does	
  it	
  take	
  to	
  
transfer	
  a	
  data	
  set	
  on	
  the	
  local	
  
network?	
  N/A

·	
  	
  	
  How	
  long	
  does	
  it	
  take	
  to	
  transfer	
  
a	
  data	
  set	
  offsite?	
  	
  Total	
  current	
  
transfer	
  from	
  all	
  
platforms/experiments	
  is	
  
~70GB/hour,	
  individual	
  
experiments	
  will	
  transfer	
  in	
  
between	
  2	
  and	
  400	
  hours,	
  
depending	
  on	
  experiment	
  and	
  
platform

·	
  	
  What	
  is	
  the	
  current/new	
  
software	
  used	
  in	
  scientific	
  
process?	
  Illumina	
  RTA,	
  
basecall,	
  bcl2fastq;	
  PacBio	
  
SMRT	
  Analysis

·	
  	
  	
  What	
  is	
  the	
  general	
  
range	
  of	
  data	
  set	
  sizes?	
  
16GB	
  to	
  3.5TB	
  
depending	
  on	
  
experiment	
  and	
  
platform

·	
  	
  	
  How	
  frequent	
  are	
  the	
  
transfers?	
  (E.g.	
  three	
  times	
  
per	
  day?	
  N/A

·	
  	
  	
  How	
  frequent	
  are	
  the	
  transfers?	
  
Most	
  of	
  the	
  bandwidth	
  is	
  7/24	
  
streaming.

·	
  	
  	
  What	
  is	
  the	
  data	
  set	
  
composed	
  of?	
  100s	
  to	
  
millions	
  of	
  files	
  
depending	
  on	
  
experiment	
  and	
  
platform.

·	
  	
  	
  Where	
  are	
  the	
  collaborating	
  
sites/destination	
  points	
  for	
  the	
  
data	
  transfers/data	
  sets?	
  
NERSC:/global/seqfs;	
  remote	
  
users

·	
  	
  	
  What	
  are	
  the	
  planned,	
  new	
  data	
  
sources/instruments?	
  Mass	
  
Spec,	
  updates	
  in	
  Illumina	
  
platforms	
  (HiSeq	
  4000,	
  
additional	
  NextSeq)

·	
  	
  	
  Size	
  of	
  one	
  data	
  set:	
  
16GB	
  to	
  500GB	
  
depending	
  on	
  
experiment	
  and	
  
platform

·	
  	
  	
  How	
  long	
  does	
  it	
  take	
  to	
  
transfer	
  a	
  data	
  set	
  on	
  the	
  local	
  
network?	
  N/A

·	
  	
  	
  How	
  long	
  does	
  it	
  take	
  to	
  transfer	
  
a	
  data	
  set	
  offsite?	
  	
  Total	
  current	
  
transfer	
  from	
  all	
  
platforms/experiments	
  to	
  JGI	
  
cache	
  is	
  ~100GB/hour,	
  
individual	
  experiments	
  will	
  
transfer	
  in	
  between	
  2	
  and	
  100	
  
hours,	
  depending	
  on	
  
experiment	
  and	
  platform

·	
  	
  	
  What	
  is	
  the	
  general	
  
range	
  of	
  data	
  set	
  sizes?	
  
8GB	
  to	
  500GB	
  
depending	
  on	
  
experiment	
  and	
  
platform

·	
  	
  	
  How	
  frequent	
  are	
  the	
  
transfers?	
  (E.g.	
  three	
  times	
  
per	
  day?	
  N/A

·	
  	
  	
  How	
  frequent	
  are	
  the	
  transfers?	
  
Most	
  of	
  the	
  bandwidth	
  is	
  7/24	
  
streaming;	
  web	
  downloads	
  are	
  
discrete	
  proceesses	
  limited	
  by	
  
the	
  end	
  users	
  connectivity

·	
  	
  	
  What	
  is	
  the	
  data	
  set	
  
composed	
  of?	
  100s	
  to	
  
100s	
  of	
  thousands	
  of	
  
files	
  depending	
  on	
  
experiment	
  and	
  
platform.

·	
  	
  	
  Where	
  are	
  the	
  collaborating	
  
sites/destination	
  points	
  for	
  the	
  
data	
  transfers/data	
  sets?	
  
NERSC:/global/seqfs;	
  remote	
  
scientists

·	
  	
  	
  Size	
  of	
  one	
  data	
  set:	
  
16GB	
  to	
  500GB	
  
depending	
  on	
  
experiment	
  and	
  
platform

·	
  	
  	
  How	
  long	
  does	
  it	
  take	
  to	
  
transfer	
  a	
  data	
  set	
  on	
  the	
  local	
  
network?	
  N/A

·	
  	
  	
  How	
  long	
  does	
  it	
  take	
  to	
  transfer	
  
a	
  data	
  set	
  offsite?	
  	
  Total	
  current	
  
transfer	
  from	
  all	
  
platforms/experiments	
  is	
  
~150GB/hour,	
  individual	
  
experiments	
  will	
  transfer	
  in	
  
between	
  2	
  and	
  50	
  hours,	
  
depending	
  on	
  experiment	
  and	
  
platform

·	
  	
  	
  What	
  is	
  the	
  general	
  
range	
  of	
  data	
  set	
  sizes?	
  
8GB	
  to	
  500GB	
  
depending	
  on	
  
experiment	
  and	
  
platform

·	
  	
  	
  How	
  frequent	
  are	
  the	
  
transfers?	
  N/A

·	
  	
  	
  How	
  frequent	
  are	
  the	
  transfers?	
  
Most	
  of	
  the	
  bandwidth	
  is	
  7/24	
  
streaming;	
  web	
  downloads	
  are	
  
discrete	
  proceesses	
  limited	
  by	
  
the	
  end	
  users	
  connectivity	
  we	
  
expect	
  less	
  whole	
  data	
  set	
  
downloads	
  in	
  the	
  future	
  and	
  
instead	
  just	
  smaller	
  result	
  sets

·	
  	
  	
  What	
  is	
  the	
  data	
  set	
  
composed	
  of?	
  100s	
  to	
  
100s	
  of	
  thousands	
  of	
  
files	
  depending	
  on	
  
experiment	
  and	
  
platform.

·	
  	
  	
  Where	
  are	
  the	
  collaborating	
  
sites/destination	
  points	
  for	
  the	
  
data	
  transfers/data	
  sets?	
  
NERSC:/global/seqfs,	
  HPSS;	
  
remote	
  scientists

Key	
  Science	
  Drivers Anticipated	
  Network	
  Needs
Instruments,	
  Software,	
  

and	
  Facilities Process	
  of	
  Science Data	
  Set	
  Size Local-­‐Area	
  Transfer	
  
Time	
   Wide-­‐Area	
  Transfer	
  Time	
  

·	
  	
  	
  What	
  is	
  the	
  strategic	
  
direction	
  for	
  data	
  flow,	
  
science	
  process,	
  etc.?	
  	
  We	
  
would	
  like	
  to	
  enable	
  
more	
  analysis	
  through	
  
web	
  portals	
  that	
  can	
  
leverage	
  the	
  NERSC	
  
supercomputing	
  

infrastructure.	
  	
  JGI	
  will	
  
develop	
  a	
  scalable	
  

database	
  infrastructure	
  
to	
  facilitate	
  fast	
  queries	
  
to	
  answer	
  scientific	
  

questions

5+	
  years

0-­‐2	
  years
Samples	
  are	
  provided	
  to	
  
the	
  JGI	
  by	
  external	
  
collaborators;	
  DNA	
  is	
  
extracted;	
  DNA	
  is	
  
sequenced	
  and	
  data	
  is	
  
sent	
  to	
  NERSC	
  for	
  
subsequent	
  storage	
  and	
  
analysis;	
  external	
  
collaborators	
  access	
  data	
  
through	
  web	
  portals	
  
when	
  analysis	
  is	
  
completed.

2-­‐5	
  years
·	
  	
  	
  What	
  are	
  the	
  foreseeable	
  
changes	
  to	
  data	
  flow,	
  
science	
  process,	
  etc?	
  	
  
Faster	
  sequencers,	
  higher	
  
density	
  flowcells/smrt	
  
cells/etc,	
  	
  high	
  transfer	
  
rate	
  by	
  reduction	
  of	
  
reliance	
  on	
  intermediate	
  
some	
  intermidate	
  data,	
  
improved	
  
basecalling/sequence	
  
consensus	
  calling	
  
software
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Case Study 5

Department of Energy Systems Biology
Knowledgebase

5.1 Background

The Department of Energy Systems Biology Knowledgebase (KBase) is a soŌware and data plaƞorm designed to
meet the grand challenge of systems biology: predicƟng and designing biological funcƟon. KBase integrates data,
tools, and their associated interfaces into one unified, scalable environment, so users do not need to access them
from numerous sources or learn mulƟple systems in order to perform sophisƟcated systems biology analyses.
Users can perform large-scale analyses and combine mulƟple lines of evidence to model plant and microbial
physiology and community dynamics. KBase is the first large-scale bioinformaƟcs system that enables users to
upload their own data, analyze it (along with collaborator and public data), build increasingly realisƟc models,
and share and publish their workflows and conclusions. KBase aims to provide a knowledgebase: an integrated
environment where knowledge and insights are created and mulƟplied.

Underlying the KBase plaƞorm is a service-oriented architecture that runs across a distributed set of resources
located at Argonne NaƟonal Laboratory (ANL) and Lawrence Berkeley NaƟonal Laboratory (LBNL). The two sites
mirror one another both in data and services. KBase takes advantages of exisƟng connecƟvity to ESnet at both
sites. KBase uses its connecƟvity to 1) replicate data between the two sites 2) enable users to upload and down-
load data to the KBase system.

5.2 Network and Data Architecture

KBase is connected to ESnet directly at the two major sites (ANL and LBNL). Both sites are effecƟvely connected
at 10 Gbps, but the way in which the connect to ESnet is slightly different at the two sites.

At LBNL, KBase is housed with NERSC. This is currently at the Oakland ScienƟfic Facility but will move in late
2015 to the new CRT Facility which has just completed construcƟon. Currently a dedicated KBase router (Juniper
QFX3500S) is connected via 10Gb to a NERSC-owned Alcatel-based 100Gb router which is connected to ESnet via
a 100-gigabit link. The connecƟon through the NERSC router is virtual local-area-network-based (i.e., the NERSC
router does not perform any Layer-3 rouƟng). KBase servers are connected to the Juniper via a Mellanox 40-
gigabit Ethernet switch. Currently, the Juniper router has a minimal set of access control lists (ACLs) defined. The
Juniper QFX3500s has four 40-gigabit interfaces which are not currently being used, but could be used to increase
the bandwidth in the future.
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5.3 Collaborators

The KBase project has members from four NaƟonal Laboratories and a number of universiƟes. They include:
ANL; Brookhaven NaƟonal Laboratory (BNL); Cold Spring Harbor Laboratory; Hope College; LBNL; and Oak Ridge
NaƟonal Laboratory (ORNL). Users of the system span the NaƟon and the globe.

An important partner facility is the JGI (see SecƟon 5.6). User can use the JGI portal to request data sets to be
directly uploaded from the JGI into KBase. JGI resources are located in the NERSC compuƟng facility where the
Berkeley resources are also housed. Work is underway to provide similar mechanisms for data generated by the
Environmental Molecular Sciences Laboratory (EMSL) at Pacific Northwest NaƟonal Laboratory.

5.4 Instruments and FaciliƟes

KBase has three classes of resources itmakes use of for its services and analyses. They include dedicated hardware
(purchased via KBase), the Argonne private cloud (Magellan), and the allocated ASCR compute faciliƟes at ALCF,
OLCF, and NERSC.

Table 5.1 summarizes the computaƟonal and storage resources currently usedby KBase. The network connecƟvity
for the dedicated services is described in SecƟon 5.2.

Table 5.1: Current KBase Resources

Cores Memory Storage
Dedicated Servers 492 4TB 424TB
Argonne Cloud AllocaƟon 1756 5TB 60TB
HPC AllocaƟons 2M core hours

For the next 2–5 years, KBase has allocated a porƟonof its budget tomaintain and refresh the dedicated hardware.
Based on that allocaƟon we expect the dedicated hardware to scale to roughly 3500 cores and 1.5 PB by 2020. In
this Ɵme-frame we would expect that the connecƟvity for KBase would be upgraded to at least 40 or 100 Gbps
based on ingest rates.

KBase is an SFA on a 3-year cycle. The plans beyond five years are currently not defined. However, if the SFA
were to conƟnue, it is likely that KBase would conƟnue to maintain and refresh its server and storage hardware
to support conƟnued growth.

5.5 Process of Science

The KBase project is building novel analysis and modeling techniques for biological data, focusing on microbes,
plants, and microbial communiƟes, as well as a service-oriented architecture that delivers analysis and modeling
services to users. Users either upload their own data sets or make use of data sets already loaded into KBase, and
apply KBase operaƟons to these data sets. Developers can also develop new analysis and modeling approaches
and integrate them into KBase. The goal here is to provide a common infrastructure for large-scale biological data
analysis andmodel creaƟon and refinement. Improvements developed through these processes will be rolled out
for KBase users over Ɵme.

5.6 Remote Science AcƟviƟes

Since KBase is a web-based science plaƞorm, all of its users are remote. Users primarily interact with the system
through a “NarraƟve Interface”. This interface is based on the popular IPython/Jupyter plaƞorm with significant
customizaƟons done by KBase. Users can upload data into the system through this interface, conduct analysis,
and download analyzed data. Uploaded data sets can vary significantly in size and quanƟty. Currently, users
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typically upload microbial data sets on the order 100 MB in size. EukaryoƟc organisms (plants and fungi) can
be significantly larger, on the order of tens to hundreds of gigabytes. Metagenomc data sets can be even larger
exceeding 1 TB in some cases. The plaƞorm currently lacks strong support for these larger data sets, but the
project plans to improve support in the coming year for eukaryotes, and the following year for metagenomes.
In addiƟon to geneƟc data, KBase will be adding support for expression-related data, such as RNA, in the near
future. These data sets can also be large in size (around 10–100 GB).

In addiƟon to user-uploaded data, KBase supports the direct import of data from the JGI and NCBI (public data
sets). Support is currently limited to isolate microbes, but the project plans to expand support to other data
sets.

Finally, KBase has allocaƟons or access to Director’s allocaƟons with the ASCR compuƟng faciliƟes. To date KBase
has notmade heavy use of these resources, but has efforts to run large-scale pre-compuƟng jobs, assemblies, and
other specialized jobs. This could lead to more flow between KBase systems and the ASCR centers. However, the
KBase hardware is collocated at ALCF at ANL and NERSC at LBNL, so their may be liƩle impact on ESnet.

5.7 SoŌware Infrastructure

Figure 5.1: The KBase Roadmap through 2020

KBase is a essenƟally a soŌware development project. Figure 5.1 shows the KBase roadmap. This summarizes the
major plans for the KBase plaƞorm over the next 4.5 years. In addiƟon to the core KBase plaƞorm (e.g., data ser-
vices, job execuƟon services, NarraƟve and user interface components), KBase contains various Science Services
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that include both JSON-RPC services as well as asynchronous analysis jobs that execute on backend resources
(both dedicated and leveraged).

Presently, KBase operates several data systems to store reference data and user data. KBase uses a mix of off-
the-shelf data stores like MongoDB and custom soŌware, like Shock and the KBase Workspace. Data is primarily
transferred via HTTP(S). KBase does operate Globus endpoints, but these endpoints are not useable by KBase
users at present.

Over the next several years, KBase plans to conƟnue to enhance its data stores tomeet expected scaling demands.
In addiƟon, KBase will be adding support for bulk data uploads. This will likely lead to an increase in data ingest.
Finally, the roadmap includes plans for new data types and analysis which will drive data ingest.

Beyond 5 years, the project plans are currently not defined.

5.8 Cloud Services

KBase does not currently make use of any commercial cloud services with the excepƟon of standard cloud-based
soŌware tools (such as Github, Docker, and Slack). KBase currently uses the private Magellan Cloud at Argonne.
It is possible that in the future KBase may uƟlize public clouds for handling certain burst acƟviƟes, but does not
have any specific plans to do so at this Ɵme.

5.9 Outstanding Issues

Most of the current limitaƟons in uploading large data sets are due to known constraints within the KBase soŌ-
ware. The KBase roadmap already includes plans to improve support for these data types. As the limitaƟons are
liŌed, KBase may encounter new challenges, but the network is not currently imposing any serious barriers on
KBase.
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Table 5.2: The following table summarizes data needs and networking requirements for KBase.

·	
  	
  Dedicated	
  Hardware	
  at	
  
Argonne	
  National	
  Lab	
  and	
  
Lawrence	
  Berkeley	
  National	
  Lab

·	
  	
  Data	
  sizes	
  varify	
  from	
  
10	
  MB	
  (microbe)	
  to	
  >	
  
TB	
  (metagenome)

·	
  	
  	
  Internally	
  KBase	
  uses	
  
10	
  Gb/40Gb	
  -­‐	
  So	
  
transfers	
  are	
  up	
  to	
  1	
  
GB/s

·	
  	
  	
  Sites	
  connected	
  at	
  10Gb	
  
allowing	
  for	
  transfers	
  speeds	
  
of	
  >100	
  MB/s.	
  	
  Speeds	
  are	
  
limited	
  more	
  by	
  the	
  
underlying	
  data	
  structure	
  
(lots	
  of	
  small	
  files).

·	
  	
  Data	
  from	
  the	
  JGI	
  and	
  EMSL	
  (in	
  
addition	
  to	
  user	
  uploaded	
  data)

·	
  	
  	
  Anticipate	
  uploads	
  
growing	
  to	
  10TB	
  per	
  
month

·	
  	
  	
  Data	
  is	
  continuously	
  copied	
  
between	
  the	
  sites.	
  	
  This	
  is	
  
done	
  hourly	
  as	
  new	
  objects	
  
are	
  created	
  in	
  the	
  data	
  stores.

·	
  	
  KBase	
  currently	
  supports	
  
analysis	
  of	
  Sequence	
  data	
  and	
  
expression	
  data	
  sets.

·	
  	
  	
  Formats	
  include	
  
FASTA/FASTQ,	
  SBML,	
  
GenBank.	
  	
  Future	
  
formats	
  include	
  image	
  
data	
  (including	
  multi-­‐
modal)

·	
  	
  	
  Data	
  can	
  be	
  uploaded	
  from	
  
users	
  which	
  span	
  the	
  globe.	
  	
  
Large	
  data	
  sets	
  may	
  come	
  
from	
  JGI,	
  NCBI,	
  and,	
  
eventually,	
  EMSL.

·	
  	
  	
  KBase	
  plans	
  to	
  continously	
  
expand	
  its	
  dedicated	
  hardware	
  

·	
  	
  Data	
  sizes	
  of	
  similar	
  
scale	
  up	
  to	
  10	
  TB

·	
  	
  	
  In	
  this	
  time-­‐frame	
  
KBase	
  may	
  adopt	
  100Gb	
  
for	
  internal	
  connectivity.

·	
  	
  	
  KBase	
  sites	
  connected	
  at	
  
100Gb	
  or	
  greater.	
  	
  Continue	
  to	
  
leveage	
  connectivity	
  at	
  ANL	
  
and	
  LBNL/NERSC.

·	
  	
  	
  The	
  KBase	
  Platform	
  will	
  
continue	
  to	
  expand	
  and	
  add	
  
functinality	
  including	
  support	
  for	
  
new	
  data	
  types	
  such	
  as	
  bio-­‐
imaging	
  data.

·	
  	
  	
  Uploads	
  growing	
  to	
  
100TB	
  per	
  month	
  by	
  
2020

·	
  	
  	
  Continuous	
  replication	
  of	
  
new	
  data	
  between	
  sites.

·	
  	
  	
  Same	
  sources	
  plus	
  
potentially	
  new	
  sources	
  from	
  
DOE	
  Light-­‐Sources	
  or	
  other	
  
facilities.

·	
  	
  	
  Current	
  plans	
  extend	
  only	
  to	
  5	
  
years,	
  but	
  hardware	
  and	
  
software	
  would	
  continue	
  to	
  
expand.

·	
  	
  	
  Current	
  plans	
  extend	
  
only	
  to	
  5	
  years,	
  but	
  
KBase	
  would	
  continue	
  to	
  
add	
  new	
  methods	
  and	
  
support	
  for	
  new	
  data	
  
types.

·	
  	
  	
  New	
  instruments	
  will	
  
likely	
  generate	
  larger	
  
data	
  set	
  sizes	
  (i.e.	
  10-­‐
100	
  TB)

·	
  	
  	
  In	
  this	
  time-­‐frame	
  
KBase	
  may	
  adopt	
  
>100Gb	
  for	
  internal	
  
connectivity.

·	
  	
  	
  KBase	
  sites	
  connected	
  at	
  
400Gb	
  or	
  greater.

Key	
  Science	
  Drivers Anticipated	
  Network	
  Needs

Instruments,	
  Software,	
  
and	
  Facilities Process	
  of	
  Science Data	
  Set	
  Size Local-­‐Area	
  

Transfer	
  Time	
  
Wide-­‐Area	
  Transfer	
  

Time	
  

5+	
  years

0-­‐2	
  years
·	
  	
  	
  Users	
  upload	
  data	
  or	
  
import	
  from	
  other	
  
sources	
  (e.g.	
  JGI,	
  EMSL,	
  
NCBI).

2-­‐5	
  years
·	
  	
  	
  KBase	
  will	
  add	
  
support	
  for	
  more	
  
analysis	
  tools,	
  data	
  
types,	
  and	
  workflows.	
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Case Study 6

Plant Microbial Interfaces and the
Bioenergy Science Center

6.1 Background

Plant Microbial Interfaces (PMI) and the Bioenergy Science Center (BESC) generate a range of omics datatypes
including genomics, transcriptomics, proteomics, glycomics and metabolomics from both plants and microbes.
In addiƟon, there is an increasing amount of meta-omics data being created and planned. We are using this data
to build large, integrated descripƟve network models encompassing evoluƟonary perspecƟves (co-evoluƟon net-
works), genome-wide associaƟon study (GWAS) networks, GWAS-profile networks, phenotype correlaƟon net-
works and co-expression networks of transcripts, proteins and metabolites. These integrated descripƟve models
are proving to be very useful for both hypothesis generaƟon as well as contextual interpretaƟon of experimen-
tal results. They are also giving us new insights into evoluƟonary mechanisms as well as genome structure and
organizaƟon.

The (meta)genomics and (meta)transcriptomics data is usually generated at the JGI. This year, we have transferred
over 1000 Populus genomes, hundreds of bacterial genomes and roughly 600 transcriptomes from the JGI. All told
we have transferred roughly 125 TB over ESnet in the past 8months. Later this calendar year, wewill transfer 1000
Populus transcriptomes from the JGI as soon as they have been generated. In the coming year we anƟcipate the
need to transfer several hundred more plant genomes as well as hundreds of plant transcriptomes. In addiƟon,
we are anƟcipaƟng that we will need to transfer dozens to hundreds of metagenomes. Pyrolysis molecular-beam
mass spectrometry and sugar release data is transferred from NaƟonal Renewable Energy Laboratory (NREL) and
glycomics data is transferred from the Center for Complex Carbohydrates Research (CCRC) at the University of
Georgia. Furthermore, we download all publicly available microbial genome data from the NCBI and other public
repositories, and transcriptome data sets from the NCBI Gene Expression Omnibus (GEO) or the sequence read
archive (SRA). We are also receiving some data directly from the Noble FoundaƟon.

6.2 Network and Data Architecture

All of the data has been transferred via Globus to the ORNL CADES DTNs. Once the data has been transferred to
the CADES DTNs it is either transferred to a preprocessing cluster within the CADES DMZ and/or to the DTNs of
the OLCF for use on Eos or Titan.
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6.3 Collaborators

The primary collaborators and faciliƟes that we interact with are the JGI, NREL, CCRC, the Noble FoundaƟon, NCBI,
CADES and OLCF.

6.4 Instruments and FaciliƟes

• Present

– CADES

* DTNs

* Preprocessing cluster

· 1 petabyte of storage

· 300 compute cores

* Cray Urika XA (Map/Reduce Hadoop)

* Cray Urika GD (Graph Discovery Appliance)

* SGI 3 Tbyte Memory SMP plaƞorm

– OLCF

* DTNs

* Eos

· 20,000 compute cores

* Titan

· 300,000 compute cores

· 18,000 GPUs

• Next 2-5 years

– CADES

* DTNs

* Preprocessing cluster

· Petabytes of storage

· 5000 compute cores

· Small GPU footprint for development

* Cray Urika XA (Map/Reduce Hadoop)

* Cray Urika GD (Graph Discovery Appliance)

* SGI 12 Tbyte Memory SMP plaƞorm

– OLCF

* DTNs

* Eos

· 20,000 compute cores

* Summit
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· 5 Ɵmes the computaƟonal performance of Titan

· Compute cores

· GPUs

• Beyond 5 years

– CADES

* ConƟnued expansion of storage, preprocessing, SMP, and data analyƟcs architectures

– OLCF

* Exascale compuƟng infrastructure

6.5 Process of Science

Presently, we are using the computaƟonal ecosystem available across CADES and OLCF in order to do very large-
scale genome and omic data mining to detect co-evoluƟonary paƩerns in complex biological systems. These
integrated co-evoluƟonary paƩerns are modeled as networks and then used, in combinaƟon with experimental
data sets, in order to generate hypotheses (that can be tested experimentally) and to gain insights into the sys-
tems under study. Currently, our focus is on Populus and microbes relevant to BESC and PMI. This requires: 1)
preprocessing plaƞorms where raw data undergoes QC and referencemapping; 2) largememory plaƞorms for in-
dividual and agglomeraƟve genome andmetagenome assembly and genome variant detecƟon; 3) HPC clusters to
look for staƟsƟcal associaƟons with phenotypes and genome variant correlaƟons across 1084 Populus genomes
and hundreds of microbial genomes to be modeled as very large networks; 4) map/reduce or large-memory SMP
plaƞorms to analyze the resulƟng large networks.

For the next 2–5 years, similar approaches will be taken using evoluƟon and omics data to understand complex
systems. However, the number of plant species analyzed in this manner will increase from one to dozens of
species, the number of microbial genomes analyzed this way will expand to 100,000. Currently our descripƟve
modeling efforts scale in an n2 fashion. Furthermore, we have developed more sophisƟcated hyper-network
models that will scale in an nm fashion wheremmay be 3, 4, 5 or higher. All of these acƟviƟes will have dramaƟc
impacts on the amount of data that we need to transfer to ORNL, the amount of storage and compute power to
analyze the data, and the amount of results that we will need to store and disseminate.

Beyond 5 years, these needs will conƟnue to increase as more data becomes available and we develop new, more
sophisƟcated methods and modeling approaches.

6.6 Remote Science AcƟviƟes

As described above, we import data generated at the JGI sequencing faciliƟes, NREL, NCBI, Noble FoundaƟon,
and CCRC. The largest volume of data comes from the JGI and NCBI. Data are then uƟlized on the CADES and
OLCF high performance compuƟng environments at ORNL.

6.7 SoŌware Infrastructure

Currently, we use a combinaƟons of community code and in-house code for:

• Genome/Transcriptome assemblers (reference mapping and de-novo assembly),

• Genome variant detecƟon,

• Genome wide associaƟon studies,

• Transcriptome, proteome, metabolome, glycome staƟsƟcal and correlaƟon analysis,

51



• Genome-based evoluƟonary paƩern finding and model building,

• Gene family construcƟon, and

• Network construcƟon and analysis.

In the next 2–5 years, we expect this to be similar to the acƟviƟes that we are doing at present, but on a much
larger scale and with new sets of tools that are developed both by the community and in-house with the goal of
starƟng to link descripƟve models to process-based models.

The soŌware infrastructure beyond the next five years will be similar to the current infrastructure but with an ex-
panded focus on more sophisƟcated descripƟve models. The goal will be to link these models to create and
parameterize more sophisƟcated processes and predicƟve models, eventually linking evoluƟonary models to
ecological- and climate-scale models.

6.8 Cloud Services

At present, the only cloud-like services used are in the CADES andOLCF environments at ORNL. ORNLmay develop
cloud architectures that we find useful in the future, and we will use them on an as needed basis.

6.9 Outstanding Issues

At present the data transfer process via Globus is funcƟonal but somewhat lacking in robustness. Large-scale
data transfers have to be set up manually, which oŌen take many manual intervenƟons as the transfers crash and
fail to restart. The size of data transfers are oŌen many terabytes in a single transfer which can take quite some
Ɵme—faster transfer speeds would of course be appreciated.

We are increasingly receiving data from collaboratorswho are generaƟng data at commercial faciliƟes. These data
transfers are currently being done by Dropbox or similar mechanisms, and are becoming increasingly problemaƟc
as the data volumes are geƫng larger.
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Table 6.1: The following table summarizes data needs and networking requirements for PMI.

·	
  	
  	
  What	
  are	
  the	
  current/new	
  
instruments	
  and	
  data	
  sources?	
  

Datasets	
  range	
  from	
  
gigabytes	
  to	
  50	
  TB	
  and	
  
can	
  be	
  composed	
  of	
  
thousands	
  of	
  files.

Large	
  datasets	
  can	
  take	
  1	
  to	
  3	
  
days	
  to	
  transfer	
  internally.	
  	
  
Smaller	
  data	
  sets	
  can	
  take	
  
from	
  minutes	
  to	
  hours.

Genomics,	
  transcriptomics,	
  
proteomics,	
  metabolomics,	
  
glycomics
·	
  	
  What	
  is	
  the	
  current/new	
  
software	
  used	
  in	
  scientific	
  
process?

Combinations	
  of	
  community	
  code	
  
and	
  in-­‐house	
  code	
  for:
•	
  Genome/Transcriptome	
  
assemblers	
  (reference	
  mapping	
  
and	
  de-­‐novo	
  assembly)	
  
•	
  Genome	
  variant	
  detection
•	
  Genome	
  wide	
  association	
  
studies
•	
  Transcriptome,	
  proteome,	
  
metabolome,	
  glycome	
  statistical	
  
and	
  correlation	
  analysis
•	
  Genome-­‐based	
  evolutionary	
  
pattern	
  finding	
  and	
  model	
  
building
•	
  Gene	
  family	
  construction
•	
  Network	
  construction	
  and	
  
analysis

·	
  	
  	
  What	
  are	
  the	
  planned,	
  new	
  
data	
  sources/instruments?	
  

·	
  	
  	
  What	
  are	
  the	
  
planned/expected	
  software	
  
packages?
Similar	
  datasets	
  but	
  the	
  number	
  
of	
  species	
  will	
  increase	
  
dramatically
Combinations	
  of	
  community	
  code	
  
and	
  in-­‐house	
  code	
  for:
•	
  Genome/Transcriptome	
  
assemblers	
  (reference	
  mapping	
  
and	
  de-­‐novo	
  assembly)	
  
•	
  Genome	
  variant	
  detection
•	
  Genome	
  wide	
  association	
  
studies
•	
  Transcriptome,	
  proteome,	
  
metabolome,	
  glycome	
  statistical	
  
and	
  correlation	
  analysis
•	
  Genome-­‐based	
  evolutionary	
  
pattern	
  finding	
  and	
  model	
  
building
•	
  Gene	
  family	
  construction
•	
  Network	
  construction	
  and	
  
analysis

·	
  	
  	
  Describe	
  any	
  planned	
  new	
  data	
  
sources	
  or	
  software	
  packages

·	
  	
  	
  What	
  is	
  the	
  strategic	
  
direction	
  for	
  data	
  flow,	
  
science	
  process,	
  etc.?

JGI	
  and	
  public	
  data	
  will	
  continue	
  
to	
  expand	
  as	
  well	
  as	
  those	
  
datasets	
  produced	
  directly	
  by	
  
our	
  collaborators.	
  	
  Software	
  in	
  
the	
  formof	
  community	
  code	
  and	
  
in-­‐house	
  code	
  will	
  continue	
  to	
  
evolve.

The	
  strategic	
  direction	
  is	
  
for	
  our	
  descriptive	
  models	
  
to	
  increase	
  in	
  scale	
  and	
  
eventually	
  become	
  
community	
  resources.	
  	
  Our	
  
descriptive	
  models	
  will	
  also	
  
begin	
  to	
  inform	
  and	
  
parameterize	
  predictive	
  
models	
  at	
  physiologics,	
  
ecological	
  and	
  climate	
  
scales.

Datasets	
  can	
  take	
  from	
  hours	
  to	
  
days	
  to	
  weeks	
  to	
  transfer.	
  	
  Most	
  
transfers	
  are	
  done	
  in	
  batch	
  
fashion.	
  	
  Datasets	
  are	
  transferred	
  
in	
  an	
  ad	
  hoc	
  fashion	
  as	
  datasets	
  
become	
  available	
  or	
  as	
  project	
  
need	
  data.	
  	
  Nightly	
  transfer	
  of	
  
microbial	
  genomes	
  are	
  done	
  from	
  
various	
  public	
  repositories.	
  
Collaborating	
  sites/destinations	
  
are	
  	
  JGI,	
  NREL,	
  CCRC,	
  the	
  Noble	
  
Foundation,	
  Dartmounth,	
  Duke,	
  
Penn	
  State	
  Univ,	
  Univ	
  of	
  Noth	
  
Texas,	
  INRA	
  (France)	
  NCBI,	
  CADES	
  
and	
  OLCF.

Large	
  datasets	
  can	
  take	
  1	
  to	
  3	
  
days	
  to	
  transfer	
  interannlly.	
  	
  
Smaller	
  data	
  sets	
  can	
  take	
  
from	
  minutes	
  to	
  hours.

Datasets	
  range	
  from	
  
gigabytes	
  to	
  50	
  TB	
  and	
  
can	
  be	
  composed	
  of	
  
thousands	
  of	
  files.

Datasets	
  can	
  take	
  from	
  hours	
  to	
  
days	
  to	
  weeks	
  to	
  transfer.	
  	
  Most	
  
transfers	
  are	
  done	
  in	
  bacth	
  
fashion.	
  	
  Datasets	
  are	
  transferred	
  
in	
  an	
  ad	
  hoc	
  fashion	
  as	
  datasets	
  
become	
  available	
  or	
  as	
  project	
  
need	
  data.	
  	
  Nightly	
  transfer	
  of	
  
microbial	
  genomes	
  are	
  done	
  from	
  
various	
  public	
  repositories.	
  
Collaborating	
  sites/destinations	
  
are	
  	
  JGI,	
  NREL,	
  CCRC,	
  the	
  Noble	
  
Foundation,	
  Dartmounth,	
  Duke,	
  
Penn	
  State	
  Univ,	
  Univ	
  of	
  Noth	
  
Texas,	
  INRA	
  (France)	
  NCBI,	
  CADES	
  
and	
  OLCF.

Large	
  datasets	
  can	
  take	
  1	
  to	
  3	
  
days	
  to	
  transfer	
  interannlly.	
  	
  
Smaller	
  data	
  sets	
  can	
  take	
  
from	
  minutes	
  to	
  hours.

Datasets	
  range	
  from	
  
gigabytes	
  to	
  50	
  TB	
  and	
  
can	
  be	
  composed	
  of	
  
thousands	
  of	
  files.

Key	
  Science	
  Drivers Anticipated	
  Network	
  Needs

Instruments,	
  Software,	
  
and	
  Facilities Process	
  of	
  Science Data	
  Set	
  Size Local-­‐Area	
  Transfer	
  

Time	
   Wide-­‐Area	
  Transfer	
  Time	
  

5+	
  years

0-­‐2	
  years
·	
  	
  	
  Highlights	
  of	
  currrent	
  
science	
  process:	
  We	
  are	
  
using	
  the	
  computational	
  
ecosystem	
  available	
  across	
  
CADES	
  and	
  OLCF	
  in	
  order	
  
to	
  do	
  very	
  large-­‐scale	
  
genome	
  mining	
  in	
  order	
  to	
  
detect	
  co-­‐evolutionary	
  
patterns	
  in	
  complex	
  
biological	
  systems.	
  	
  These	
  
co-­‐evolutionary	
  patterns	
  
are	
  modeled	
  as	
  networks	
  
are	
  then	
  used,	
  in	
  
combination	
  with	
  
experimental	
  datasets	
  to	
  
generate	
  hypotheses	
  (that	
  
can	
  be	
  tested	
  
experimentally)	
  and	
  to	
  gain	
  
insights	
  into	
  the	
  systems	
  
under	
  study.	
  	
  At	
  present	
  
our	
  focus	
  is	
  on	
  Populus	
  and	
  
microbes	
  relevant	
  to	
  BESC	
  
and	
  PMI.	
  	
  This	
  requires:	
  1)	
  
preprocessing	
  platforms	
  
where	
  raw	
  data	
  undergoes	
  
QC	
  and	
  reference	
  mapping;	
  
2)	
  large	
  memory	
  platforms	
  
for	
  individual	
  and	
  
agglomerative	
  genome	
  and	
  
metagenome	
  assembly	
  and	
  
genome	
  variant	
  detection;	
  
3)	
  HPC	
  clusters	
  to	
  look	
  for	
  
statistical	
  associations	
  with	
  
phenotypes	
  and	
  genome	
  
variant	
  correlations	
  across	
  
1084	
  Populus	
  genomes	
  and	
  
hundreds	
  of	
  microbial	
  
genomes	
  to	
  be	
  modeled	
  as	
  
very	
  large	
  networks;	
  4)	
  
Map/Reduce	
  or	
  large	
  
memory	
  SMP	
  platforms	
  to	
  
analyze	
  the	
  resulting	
  large	
  
networks.	
  

2-­‐5	
  years
·	
  	
  	
  What	
  are	
  the	
  foreseeable	
  
changes	
  to	
  data	
  flow,	
  
science	
  process,	
  etc?	
  	
  The	
  
amount	
  of	
  data	
  will	
  
continue	
  to	
  increase	
  and	
  
the	
  complexity	
  of	
  the	
  
models	
  will	
  also	
  increase.	
  	
  
Thus	
  the	
  number	
  of	
  
calculatons	
  and	
  the	
  scale	
  of	
  
the	
  results	
  will	
  also	
  
continue	
  to	
  increase.

Datasets	
  can	
  take	
  from	
  hours	
  to	
  
days	
  to	
  weeks	
  to	
  transfer.	
  	
  Most	
  
transfers	
  are	
  done	
  in	
  batch	
  
fashion.	
  	
  Datasets	
  are	
  transferred	
  
in	
  an	
  ad	
  hoc	
  fashion	
  as	
  datasets	
  
become	
  available	
  or	
  as	
  project	
  
need	
  data.	
  	
  Nightly	
  transfer	
  of	
  
microbial	
  genomes	
  are	
  done	
  from	
  
various	
  public	
  repositories.	
  
Collaborating	
  
sites/destinationsare	
  	
  JGI,	
  NREL,	
  
CCRC,	
  the	
  Noble	
  Foundation,	
  NCBI,	
  
CADES	
  and	
  OLCF.
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Case Study 7

Accelerated Climate Modeling for Energy

7.1 Background

Understanding climate change is one of themost important scienƟfic problems of our Ɵme. Themajor theoreƟcal
tool for studying the climate is the coupled climate model or coupled Earth system model. These models solve
the basic equaƟons describing the fluid flow of the atmosphere, ocean, sea-ice, and land-ice; as well as important
physical processes affecƟng heat, moisture and momentum in the atmosphere, land surface, ocean, sea-ice and
land-ice. Due to the number of operaƟons and grid points needed formodeling these soluƟons, climatemodeling
is a challenging problem in high-performance compuƟng (HPC).

The Accelerated Climate Modeling for Energy (ACME) project is sponsored by the Earth System Modeling (ESM)
programwithin DOE’s BER. ACME is a collaboraƟon among eight naƟonal laboratories and six partner insƟtuƟons
to develop the most complete, leading-edge climate and Earth system models and apply these models to chal-
lenging and demanding climate-change research imperaƟves. ACME is the only major naƟonal modeling project
designed to address DOE mission needs and to efficiently uƟlize DOE leadership compuƟng resources now and in
the future.

While the project’s capabiliƟes will address the criƟcal science quesƟons, its modeling system and related capa-
biliƟes will be flexible for the DOE research community to address mission-specific climate change applicaƟons
as illuminated the report U.S. Energy Sector VulnerabiliƟes to Climate Change and Extreme Weather.

7.2 Network and Data Architecture

In a project with as many collaborators as ACME, one insƟtuƟon’s network and data architecture may not provide
the complete picture but many of the Office of Science laboratories have similar capabiliƟes. ANL is connected to
the outside world with 10 Gbps links to Internet2 and ESnet, as well as a 100Gbps to ESnet’s 100Gbps testbed net-
work. Several of ACME’s ANL staff have joint appointments with the University of Chicago, Argonne ComputaƟon
InsƟtute (CI) and some have offices on the University of Chicago campus. Both ANL and the University of Chicago
parƟcipate in the Illinois Wired/Wireless Infrastructure for Research and EducaƟon (I-WIRE) project, which links
the sites by a dedicated network infrastructure funded by the state of Illinois. In addiƟon, I-WIRE connects both
insƟtuƟons to StarLight, an internaƟonal network facility, as well as to various research insƟtuƟons in Illinois. As
a comparison, LLNL connecƟons include ESnet, the dynamic science network, and has access to the ALICE grid
system, The Open Science Grid, and a wide variety of other resource services.
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7.3 Collaborators

ACMEmakes use of ASCR CompuƟng FaciliƟes at ORNL (OLCF), ANL (ALCF), and LBNL (NERSC). Over 100 personnel
are involved in the project with effort ranging from 35% to 100% of their Ɵme. The labs involved are: LLNL, ORNL,
LBNL, PNNL, SNL, LANL, ANL and BNL. Personnel are not distributed uniformly across the labs. Smaller groups
number around 5–10 personnel, while larger groups are 15–25 personnel. The project is run by a council with
one member per lab and chaired by the Principal InvesƟgator, David Bader (LLNL). The 6 non-lab partners include
NCAR, Scripps InsƟtute of Oceanography, University of Maryland, New York Polytechnical InsƟtute, University of
California-Irvine and the private company Kitware. Tasks range from developing the model, running simulaƟons
on ALCF, OLCF, and NERSC, analyzing results and developing related soŌware such as Ultrascale VisualizaƟon
Climate Data Analysis Tools (UV-CDAT), and build and test infrastructure.

7.4 Instruments and FaciliƟes

Currently, ACME makes use of Titan at OLCF, Mira at ALCF, and Edison at NERSC. ACME output data from experi-
ments is stored on the disk and tape systems of each of those faciliƟes.

While major simulaƟons are done at the ALCF, OLCF and NERSC, ACME also makes use of internal lab clusters
for code development, tesƟng and analysis (roughly one per ACME lab partner.) Use of a lab’s cluster is usually
confined to the personnel at the lab. One excepƟon is Blues at ANL that allows external collaborators with a
relaƟvely painless account request process and is used for model development and tesƟng. The major reason for
using local clusters andworkstaƟons for analysis is that special soŌware used by climate researchers is someƟmes
not available or not configured correctly to run on LCF analysis systems such as Cooley.

In the next 2–5 years, we will conƟnue to make use of pre-exascale systems at the ALCF, OLCF and NERSC and
NERSC. Lab internal systems will be single-petaFLOP machines and can be used for addiƟonal simulaƟons as well
as model development, tesƟng and analysis.

Beyond 5 years, ACME will plan to use exascale systems at the LCF’s and mulƟ-petaFLOP systems at individual
labs.

7.5 Process of Science

Climate modeling is very much a data-centric process. An important point to make is that the climate model does
not directly calculate the climate. Instead, it outputs years of simulated global weather—the Ɵme series analysis
made from that output defines the climate. For example, an “average temperature” at a locaƟon (or over a region)
is usually calculated from 30 years of data. The model must first calculate 30 years of global weather, which can
take days to weeks depending on the resoluƟon, before the data analysis can determine the climate.

Climate modeling is always starved for compute cycles, and so if there are N faciliƟes ACME is eligible to use for
its planned experiments, then model code development and experiment planning will try to use all N faciliƟes. A
single climate model experiment may have one part of the simulaƟon done on one plaƞorm and a second part on
another plaƞorm because of the allocaƟon ACME acquired or local queue contenƟon. A scienƟst will oŌen need
to compare one experiment with a previous one done at a different site or against observaƟons stored at a third
(non-DOE) site. The network demands come mostly from having to co-locate the data to analyze the experiment
because the crucial analysis tools currently all assume the data is on locally mounted disks, so input/output (I/O)
becomes the boƩleneck. ScienƟsts spend a lot of effort thinking about where data is physically located instead
of focusing only on what variables from which experiments should be examined.

A climate model’s output data in files where each file contains the informaƟon for hundreds of variables at a
specific Ɵme or average over a period of Ɵme. But analysis usually focuses on only a handful of variables and
typically more data resides on disk than is necessary. Transposing the model output to be one file per variable
for mulƟple Ɵmes could help remove the pressure on spinning disk.
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Presently for the process of science, model simulaƟons are performed at the OLCF, ALCF or NERSC. Some results
are analyzed locally. Data is then transferred from two or more faciliƟes to local cluster/workstaƟon for further
analysis.

In the next 2–5 years, we expect the process of science to evolve to do more of the analysis locally with data
transfers minimized by using more intelligent analysis tools. Model simulaƟons will sƟll be performed at the
OLCF, ALCF NERSC and one lab’s local cluster.

Beyond 5 years, model analysis performed in situ with cloud-like analysis as a service and sharing of analysis
through mechanisms similar to Galaxy or K-base.

7.6 Remote Science AcƟviƟes

All ACME researchers make use of remote faciliƟes: the ALCF, OLCF, NERSC and cloud-based soŌware. Even
researchers located at ORNL, ANL and LBNLwill need to access data or compute engines at the other sites because
need data at that locaƟon or their problem is beƩer suited to that lab’s architecture and plaƞorms.

7.7 SoŌware Infrastructure

Focusing only on the simulaƟons and not the soŌware used for model development, presently the Earth System
Grid FederaƟon (ESGF) is used for the formal publicaƟon of data results. Globus is used for transferring data
between compuƟng sites or from compuƟng sites to local lab clusters/workstaƟons (scp may also be used for the
later). Data reducƟon including simple Ɵme averaging, spaƟal sub-sampling and variable extracƟon is performed
locally by the netCDF Operators command line tools. AddiƟonal analysis and visualizaƟon is done with UV-CDAT,
NCL, python or MatLab.

In the next 2–5 years, the tools set is not expected to change but there will hopefully be less need to transfer data
as analysis tools become more standardized and installed at the the ALCF, OLCF, NERSC.

Beyond 5 years, the tools will need to run in cloud-like environments on exascale systems with significant data
reducƟon/compression before outpuƫng data to spinning disk. It will never be possible to do all analysis in situ
because we learn by comparing results across experiments. Climate models allow the exploraƟon of various
“what if” scenarios allowed through different sets of parameters and input files, meaning that all experiments
can not be planned in advance.

7.8 Cloud Services and Outstanding Issues

ACME depends crucially on cloud-based services for its day-to-day funcƟon. Most bandwidth requirements come
from using Globus to transfer model output between ALCF, OLCF, NERSC, and local clusters or workstaƟons. For
wiki and task tracking, we are using cloud-based instances such as Atlassian tool’s Confluence and JIRA hosted
at atlassian.net. Page load Ɵme from this site directly affects producƟvity on the project. Our code repository
is on github.com (github.com/ACME-Climate/). Github only hosts the code during the ediƟng and development
process onOLCF andALCF or local clusters. While a distributed version control system like git is tolerant of network
latencies or outages, many day-to-day git commands, as well as the iniƟal “clone” of a repository to a local disk,
must go over the network and interact with github.com. ACME is using web-based video/audio teleconferencing
from gotomeeƟng.com.

We would like to use more cloud-based systems in the near future. Our conƟnuous integraƟon plaƞorm is a
Jenkins instance hosted at Sandia NaƟonal Laboratories (SNL). Because of high security in the Sandia network,
not all informaƟon and funcƟonality of Jenkins is available to ACME researchers outside of the NNSA labs and the
communicaƟon required to run tests on the ALCF and OLCF systems require special security exempƟons approved
individually by Sandia’s network staff. A cloud-based Jenkins service would alleviate some of these issues. Jenkins
submits tests to run on the ALCF, OLCF, NERSC, local Sandia machines and Blues. Looking further ahead, using
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a cloud plaƞorm for running tests would be useful but may prove difficult given the strict soŌware stack and
performance requirements (for nightly tesƟng) of ACME.
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Case Study 8

The Atmospheric RadiaƟon Measurement
Program

8.1 Background

The Atmospheric RadiaƟon Measurement (ARM) Climate Research Facility operates field research sites around
theworld for global climate change research. Three primary locaƟons, the SouthernGreat PlainsMega-site, North
Slope of AlaskaMega-site plus aircraŌ and the portable ARMMobile FaciliƟes, are heavily instrumented to collect
massive amounts of atmospheric measurements needed to create data files. ScienƟsts use these data to study
the effects and interacƟons of sunlight, clouds, and radiant energy, as well as interdisciplinary research involving
hydrology, ecology, and weather forecasƟng. As part of this effort, ARM scienƟsts and infrastructure staff provide
value-added processing to the data files to create new data streams called value-added products. SoŌware tools
are then provided to help open and analyze these products, which are available for discovery and delivery from
our archive.

The ARM facility is currently undergoing a reconfiguraƟon that is designed to accelerate the applicaƟon of ARM
observaƟons and data processing for the understanding of key atmospheric processes and the representaƟon of
these processes in global climate models. This enhanced impact on the research community will be achieved
by:

• EnhancingARMobservaƟons andmeasurement strategies to enable the rouƟneoperaƟonof high-resoluƟon
models and to opƟmize the use of ARM data for the evaluaƟon of these models;

• Undertaking the rouƟne operaƟon of high-resoluƟon models at ARM sites; and

• Developing data products and analysis tools that enable the evaluaƟon of models using ARM data.

The reconfiguraƟon of the ARM facility does not alter the ARM mission; however, it does involve a number of
changes to align all aspects of the facility with the new strategy through an integrated vision where ARM obser-
vaƟons will be used to advance climate models. This vision also includes developing and improving interacƟons
between the ARM facility and the research community to make full use of this next-generaƟon strategy.

8.1.1 Mission and Vision

The ARM Climate Research Facility, a DOE scienƟfic user facility, provides the climate research community with
strategically located in situ and remote sensing observatories designed to improve the understanding and repre-
sentaƟon, in climate and earth system models, of clouds and aerosols as well as their interacƟons and coupling
with the Earth’s surface. In addiƟon, ARM’smission is to provide a detailed and accurate descripƟon of the Earth’s
atmosphere in diverse climate regimes to resolve the uncertainƟes in climate and the Earth systemmodels toward
the development of sustainable soluƟons for the NaƟon’s energy and environmental challenges.
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Figure 8.1: ARM adapƟve data and compuƟng architecture.

8.2 Use Cases

The uses cases presented below will describe the data flow from the Mega-sites to the ARM data center, which
will provide flexible data delivery opƟons for big data orders such as the ARM Large Eddy SimulaƟon (LES) model
data and ARM radar data.

8.2.1 Use Case 1: ARM Data Flow

The ARM data are generated from instruments and loaded directly onto standalone computers, virtual machines,
and data loggers. Data is collected to a central collecƟon system (collector) at each measurement facility. Most
sites have a single locaƟon and send data back to a single collector. Other sites have mulƟple locaƟons and send
data back to the central collector from either the instrument itself or a remotely deployed collector. The data are
sent via microwave radios or over virtual private network (VPN) tunnels on digital subscriber line (DSL) or cellular
connecƟons. Once data has been collected to the primary central collector, it is sent to the Data Management
Facility (DMF) for processing. All sites communicate through the VPN Server Network (VSN) at ANL. All traffic to
and from the sites goes through ANL. All traffic between ANL and the measurement faciliƟes is encrypted on a
VPN tunnel. As data flows from from ANL to the DMF, which is part of the ARM Data Center at ORNL, it is not
encrypted, but it is sent over ESnet. The data transfers themselves are not encrypted. A new version of data
transfer soŌware is being developed that will encrypt data in transit.

Data CollecƟon

At all measurement faciliƟes, data is collected via FTP on a local network. No FTP traffic leaves a site when
collecƟng data. FTP traffic for data collecƟons is never on a public network.
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Figure 8.2

Data Flow

Data is transferred using an in-house developed system known as site transfer. Site transfer allows for mulƟple
FTP sessions to run concurrently. It also provides for the creaƟon of file manifests and facilitates cleanup once
the data is successfully transferred to the DMF. This is especially useful on highly latent network links, such as
satellite connecƟons. It is anƟcipated that ARM will have an updated site transfer soŌware by CY16 that uƟlizes
HTTPS instead of FTP. For sites that do not have the network capacity to send all of the data over the network,
those data are wriƩen to disk and shipped to the DMF.

Figure 8.3

Data Volumes

It is anƟcipated that ARM’s data volumes will increase tremendously in FY16 as a result of new radar systems and
scanning strategies. As it stands, most measurement faciliƟes do not possess enough bandwidth to send all of
the data over the link. With the anƟcipated increase in data volume this coming year, a lot more data will be sent
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on disk. Note that there are plans for fiber to be installed on the North Slope of Alaska by spring of 20171. ARM
will be able to uƟlize this infrastructure and, hopefully, be able to send all data from the Alaska sites over the
network. Currently, there is not a lot of addiƟonal available bandwidth, if any, at the sites. The links are run near
capacity to facilitate maximum data flow and sƟll allow for remote access for maintenance of the instruments
and data system infrastructure.

ARM Data Volumes and Bandwidth per Site
Site Current Data

Volume
(MB/mo)

AnƟcipated
Data Volume
(MB/mo)

Current Bandwidth AnƟcipated
Bandwidth in
FY16

SGP (Billings, OK) 5,983,400 36,564,468 100 Mbps 1 Gbps
NSA (Barrpw, AK) 3,500,000 11,981,771 5 Mbps satellite same
ENA (Graciosa Island,
Azores)

12,040,000 24,528,823 100 Mbps same

AMF1 (Manaus,
Brazil)

1,800,000 11,420,404 1 Mbps satellite same

AMF2 (AntarcƟca) 11,221,000 21,239,767 2 Mbps satellite same
AMF3 (Oliktok Point,
AK)

12,720,000 24,716,176 1.5 Mbps Satellite same

VSN (ANL, Lemont,
IL)

47,264,400 130,451,409 1 Gbps 10 Gbps

8.2.2 Use Case 2: Support Large ARM Data Requests

ARM collects and archives different types of data: regular instrument data streams, processed data, Value Added
Products (VAPs), special collecƟons from Principal InvesƟgators (PIs), field campaigns, and data from external
sources. InformaƟon about ARM instruments, measurements and data products is compiled and presented via
the ARM web site2 ARM data can be discovered using the ARM Archive Data Discovery tool, which is available
from the ARM Data Archive page.3 As part of the data discovery, users can refine the search to ARM data of
interest by using faceted keywords grouped in instrument and measurement categories. AddiƟonal informaƟon
such as data plots, data citaƟon (digital object idenƟfiers, DOIs), Ɵme grid, and Data Quality Report (DQR) also
aids the data selecƟon process. Figure 8.4 shows the workflow of a typical search of ARM data using the arm data
discovery tool.

For typical user requests, ARM data retrieval process extracts the user requested data from the Archive, packages
the data, places the results on an ARM FTP server, and then noƟfies the user with an email containing the FTP
link to the requested data. The transacƟons within the data request processing occurs across systems within a
dedicated ARM 10 Gigabit network which is a “research enclave” at ORNL with direct access to the primary Oak
Ridge firewall. The ARM network uses the ORNL firewall and the security management plan of ORNL. As needed,
the data transacƟons for user data requests also communicates with the Oak Ridge installaƟon of HPSS which is
located in the NaƟonal Center for ComputaƟonal Sciences (NCCS) network domain. The data transfers between
the ARM network and HPSS may include mulƟple concurrent file transfers to one or more systems. Each HPSS
file transfer can use up to 16 concurrent threads to move data blocks from HPSS to ARM servers. Therefore,
numerous, concurrent network connecƟons may be in use to move large volumes of data between ARM systems
and HPSS.

Currently ARM uƟlizes Globus/GridFTP for moving large data (mulƟple terabytes bytes) in and out of ARM radar
data processing clusters; ARM Data Center also provides this opƟon for some special mulƟ-terabyte data re-
quests.

As explained in the use case 1, any data requests such as large radar data, ARM will provide Globus/GridFTP
service to transfer the data to the user. ARM will explore adding Globus Online as an opƟon for downloading any
large data from the ARM Data Center.

1http://www.adn.com/article/20150510/arctic-spanning-fiber-optic-project-moves-ahead-alaska
2www.arm.gov
3www.archive.arm.gov
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Figure 8.4

The ARM LES model output will also be archived using the exisƟng ORNL HPSS resource starƟng later in FY 2016.
We anƟcipate that users will be requesƟng mulƟple terabytes of the simulaƟon data. In some instances, the LES
output will be summarized and packaged within ORNL resources before distribuƟon to users. In other instances,
data analysis and visualizaƟon tools will be available to the user community to evaluate the LES output. When
large volumes of LES output need to be transferred to the user’s own compuƟng resources, we hope these data
will be made accessible using Globus/GridFTP. We are anƟcipaƟngmany of these data transfers to user will uƟlize
the ESnet infrastructure.

8.2.3 Use case 3: Write opƟmizaƟon for Remote users

Previous experience with large data transfers to or from user desƟnaƟons have indicated that opƟmizaƟon of
rouƟng between ESnet and other networks may need some opƟmizaƟon. A detailed evaluaƟon was done on
data transfers betweenHarvard andORNL. This evaluaƟon indicated thatmost of the network transfer was routed
over Internet II unƟl it got “lost” on a slow link somewhere in Georgia and then transferred to ESnet. An alternate
route could have been a short connecƟon between Harvard andMIT which has direct access to ESnet. In another
case, the route from the NASA Ames (Moffet Field airport) in California to ORNL was evaluated. This route started
with a short-term use of a private ISP. AŌer observing very slow transfer rates to ORNL, the route was evaluated
and the analysis revealed that a good bit of the landscape was covered by a variety private (and somewhat slow)
ISP unƟl the connecƟon was made to ESnet within a few hundredmiles of ORNL. Could connecƟons for very large
data transfers be opƟmized to use ESnet to cover most of the route?
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Case Study 9

Calibrated and SystemaƟc CharacterizaƟon,
AƩribuƟon, and DetecƟon of Extremes
ScienƟfic Focus Area

9.1 Background

The Calibrated and SystemaƟc CharacterizaƟon, AƩribuƟon, and DetecƟon of Extremes (CASCADE) ScienƟfic Fo-
cus Area (SFA) is a three-year mulƟ-disciplinary project at the Berkeley Lab to invesƟgate changes in extreme
weather as the overall climate warms. This large SFA brings together physical climate scienƟsts, staƟsƟcians, and
computer scienƟsts to devise analyses of large model and observaƟonal data sets. Case studies for this SFA are
divided into two broad categories. The first involves analyses ofmodel output produced by the internaƟonal com-
munity. Typically this is from the Coupled Model Intercomparison Project (CMIP5). The second involves analyses
frommodel simulaƟons produced by the CASCADE teammembers themselves. These data sets aremore uniform
than CMIP5, but may contain many more individual simulaƟons or be of significantly higher resoluƟon.

9.2 Network and Data Architecture

Almost all of our calculaƟons are performed at NERSC. Either this is because we are using the HPC compute
resources or we need the disk space. The project has purchased 100 TB of project storage at NERSC with plans to
purchase another 400 TB.

9.3 Collaborators

CASCADE has one collaborator at most of these following insƟtuƟons:

• NERSC (Berkeley, California)

• Stonybrook University (Long Island, New York)

• NCAR (Boulder, Colorado)

• University of Capetown, South Africa

• University of New South Wales (Sydney, Australia)

• University of California at Berkeley

64



• Meteorological Research InsƟtute (Tokyo, Japan)

• Seoul, South Korea

• The MetOffice (Exeter, UK)

• University of Reading (UK)

• University of California, Davis (Davis, California)

• Colorado State University (Fort Collins, Colorado)

• And many others

9.4 Instruments and FaciliƟes

CASCADE uses NERSC for all compuƟng

9.5 Process of Science

To describe CASCADE’s process of science, we will cover two case studies divided by the different requirements
for the CMIP5 project, and other CASCADE research.

9.5.1 Case Study 1: Large-scale CMIP5 Data Transfer

The scienƟfic goal for CASCADE’s CMIP5 work was to track simulated storms of a parƟcular type, known as Extra-
tropical cyclones (ETC) in simulaƟons of the past and future climate. Understanding the potenƟal for future
changes in the frequency and intensity of this class of storms are of criƟcal naƟonal and internaƟonal impor-
tance. IdenƟfying and tracking storms requires the usage of sub-daily model output, which typically has a much
higher frequency of data output than most climate model studies, resulƟng in much larger input data sets for
analyses. Part of the CMIP5 protocols specified retenƟon of selected variables at a six-hour frequency. Although
the number of individual model realizaƟons that had such data saved is less than ideal, the output from twenty-
fivemodels was available for the historical period. Fewermodels were available for the future and other requisite
scenarios, but enough was available to make interesƟng projecƟons of the future and perform detecƟon and at-
tribuƟon analyses. For the tracking part of the study, we used the highly parallel Toolkit for Extreme Climate
Analyses (TECA) operaƟng on mean sea level pressure (psl) and 850mb wind speeds (obtained from the compo-
nent wind vectors, ua and va). Data was retrieved via the ESGF via standard techniques over the course of three
months with the help of ESnet. Figure 9.1 [4] summarizes data transfer performance from the various worldwide
data centers to the data transfer nodes at NERSC. Performance varies from unacceptable tomerely painfully slow.
AŌer the tedious collecƟon of the data sets, it was transferred en masse from NERSC to ANL via Globus for a mas-
sive 700K processor run of TECA on the Mira IBM Blue Gene machine [6]. That transfer of data was made in two
pieces of approximately 3e13 Bytes in about 2 days each.

Our CMIP5 case study was likely the largest data transfer of climate model output for a single study. However,
other larger data transfers have been made at the large data centers for backup archival purposes.

In the next 2–5 years, we expect that CMIP6 project will start to come online. IniƟal contribuƟons to the database
will be of only moderate increases in resoluƟon. Wemight expect them to be at 100km resoluƟon, which is close
to the highest resoluƟons in CMIP5. By the end of this period, the high-resoluƟonMIP part of the CMIP6 database
will be populated. These are far more interesƟng simulaƟons for storm tracking studies, as tropical cyclones are
permiƩed at these resoluƟons. We would expect that Case Study 2 analyses would be possible in a mulƟ-model
sense (see SecƟon 9.5.2).

Beyond 5 years, all project projecƟons are purely speculaƟve. At the least, we would hope that ensemble sizes
are increased to at least 10, if not higher. This would be an increase from the 1–3 PB that CMIP5 data currently
has for high-frequency experiments.
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Figure 9.1: Data transfer rate performance staƟsƟcs for ESGF data nodes ploƩed on a logarithmic scale.

9.5.2 Case Study 2: Locally Produced Data

The TECA code, being wriƩen in C++ with the Message Passing Interface (MPI), has proven to be portable to all
of the NERSC and LCF plaƞorms. Hence, data transfers are far less onerous in this case than in SecƟon 9.5.1.
The largest CASCADE analyses currently are the tracking of hurricanes in output from the 25km version of the
Community Atmospheric Model (CAM). This involves eight variables drawn from the three hourly instantaneous
model output. A single year of the requisite TECA input is about 500GBwith typically analyses being of simulaƟons
of one to two decades. Usually, jobs on the NERSC computers are broken up to about 20K processors to reduce
queue wait Ɵme, while sƟll maintaining reasonable throughput. CASCADE has purchased 100 TB of disk space on
the project disk system and will likely purchase another 400 TB. However, TECA is about an order of magnitude
faster on the LUSTRE scratch systems than on the non-parallel project file system. Hence boƩlenecks from data
transfers result in one of two ways. 1) transfer from tape or 2) transfer from project to scratch. Typically we find
that 2 is slower than 1 but we have not performed detailed measurements.

We note other issues associated with the locally produced CASCADE data sets, which are currently problemaƟc.
The project has many internaƟonal collaborators at both naƟonal laboratories and universiƟes. While we have
publishedmuch of the data on the ESGF was down for about sevenmonths. We have provided a back door via an
HTML link, which is much more popular with our collaborators (see http://portal.nersc.gov/c20c/) than
ESGF. However, we do not feel that this is a viable opƟon for transfers of high-frequency output, especially at high
resoluƟon. In lieu of some type of Globus-enabled opƟon, we typically grant our collaborators limited access to
our computaƟonal resources at NERSC.

Finally, wewant tomenƟon some of our future ambiƟons within CASCADE involvingmuch larger data sets. Super-
vised machine learning techniques, which replicates the hurricane tracking of the TECA map-reduce algorithm at
the cost of requiring more data, have already been demonstrated by Prabhat’s group at NERSC. This work opens
up the possibility of tracking storms and features that physically based tracking algorithms are not yet developed
for or cannot be developed for. Further afield, unsupervised machine learning techniques offer the promise of
discovering unknown weather features. This is likely to involve processing variables of three spaƟal dimension
as opposed to the two-dimensional fields required by TECA. As model fidelity increases in both the horizontal
and verƟcal dimensions, enabled by the march to exascale, data requirements will increase by several orders of
magnitude in the next decade.
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Overall, we expect that two factors will lead to increases in data set sizes. First, there will be longer and more
simulaƟons at 25km—century scale is likely. Second, a doubling in horizontal resoluƟon is also likely. This will
increase data sets by a factor of 4. Also, themachine learning analyses described abovewill likely become rouƟne,
leading to larger analyses than are currently done.

Long term, exascale compuƟng will lead to cloud system resolving global models. This development will cause
data sets to be at least two orders of magnitude larger, although three orders of magnitude is more likely when
considering the verƟcal dimension. The amount of informaƟon of such model outputs is considerable, the chal-
lenge will be in extracƟng it.

9.6 Outstanding Issues

• The size of a producƟve working set on a filesystem varies a lot, but in many cases it is larger than our
filesystem quota. Currently Wehner has 60 TB on NERSC’s Hopper scratch for hurricane tracking analyses.
Usually we stage this sort of simulaƟon in 10 TB chunks. The ability to increase our working set size on the
filesystem (without staging to/from tape) would make us more producƟve.

• The CASCADE group is in the business of producing derived data sets, so producƟve and Ɵmely access to
the raw data is criƟcal and oŌen challenging. We are interested in more effecƟvely supplying such derived
products. However, usually derived data sets are smaller than the raw data.

• RepeaƟng the work noted in SecƟon 9.5.1 at the scale described is not something we plan again soon, due
to the human resource requirements. Easier access to raw data which reduced the human effort required
to assemble large-scale data sets would result in greater scienƟfic use of the large CMIP5 data sets.
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Case Study 10

Environmental Molecular Sciences
Laboratory

10.1 Background

The Environmental Molecular Sciences Laboratory (EMSL) is a DOE BER NaƟonal ScienƟfic User Facility with a vi-
sion to pioneer discoveries and effecƟvelymobilize the scienƟfic community to providemolecular science founda-
Ɵons for BER research prioriƟes and our NaƟon’s criƟcal biological, environmental, and energy challenges. These
scienƟfic challenges include:

• Gaining systems-level knowledge of genomes to funcƟonal translaƟons in cells to underpin a predicƟve
understanding or redesign of metabolic processes for sustainable bioenergy and environmental purposes;

• Understanding fundamental molecular-scale properƟes of natural and anthropogenic inputs to improve
predicƟons of key atmospheric and environmental processes; and

• Designing and characterizing new catalyƟcmaterials for improved energy storage and conversion (including
biomass) processes to make clean, affordable, and abundant energy a reality.

EMSL users and scienƟsts are conducƟng groundbreaking research to address scienƟfic challenges. By connecƟng
the scienƟfic user community through our suites of scienƟfic experƟse, state-of-the-art equipment, and mission
ready faciliƟes, EMSL provides a creaƟve environment that supports problem-solving beyond what is possible in
a typical university, industrial, or even single naƟonal laboratory seƫng.

10.2 Network and Data Architecture

EMSL’s internal network core is built around a fiber infrastructure that provides connecƟvity to a standard 8-
port network switch in each office and laboratory space. The capability exists to directly aƩach gigabit and ten-
gigabit instrumentaƟon and computaƟonal resources directly to the EMSL core network. Isolated instrumentaƟon
networks are created using the building fiber to interconnect lab spaces throughout the EMSL building, and in
some cases extending into other buildings. The EMSL core network has mulƟple connecƟons into the PNNL core
network through redundant fiber paths.

PNNL currently has data transfer nodes (dtn.pnl.gov) aƩached to its Secure CollaboraƟon Zone (SCZ) perimeter
network. The dtn.pnl.gov system is connected via 10 Gigabit Ethernet to the Internet, and Infiniband aƩached
to a 4 PB Lustre storage cloud—it supports 1Gbps data transfers. The storage cloud has mulƟple internal mount
points, and is available to the Olympus supercomputer via the same Infiniband interconnects. EMSL also has its
Aurora archive 10 Gigabit Ethernet connecƟon to the SCZ network providing up to 1Gbps data transfer capabil-
ity to other labs. The SCZ has perfSONAR/NDT tesƟng points aƩached at 10 Gigabit Ethernet (ndt-scz.pnl.gov
and speedtest.pnl.gov). The SCZ uƟlizes a host-based firewall model where Port Scan AƩack Detector (PSAD) is
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used in conjuncƟon with iptables to detect and block aƩackers with liƩle performance degradaƟon on individual
hosts.

PNNL has not started to engineer any DTNs on the 100 Gbps connecƟon, and more importantly, we have very
few data transfers that uƟlize more than 100 Mbps streams. PNNL does not consistently exercise the exisƟng 10
Gbps capability.

The Aurora storage archive at EMSL is increasingly being used as a central store for EMSL data. It contains 7.3 PB of
user data, up from 4.5 PB three years ago. In the last year, EMSL has produced about 22 TB of data weekly.

10.3 Local Instruments and FaciliƟes

EMSL consists of mulƟple experimental capabiliƟes. Each EMSL capability operates a set of scienƟfic instruments
on behalf of EMSL users. The capabiliƟes include:

• Cell IsolaƟon and Systems Analysis (CISA)

• DeposiƟon and MicrofabricaƟon (DM)

• Mass Spectrometry

• Microscopy

• Molecular Science CompuƟng

• Nuclear MagneƟc Resonance (NMR) and Electron ParamagneƟc Resonance

• Spectroscopy and DiffracƟon

• Subsurface Flow and Transport

We will focus on the capabiliƟes with significant networking needs below.

The Cell IsolaƟon and Systems Analysis (CISA) capability provides technologies and experƟse to study individual
cells and cell communiƟes or Ɵssues at the molecular level. Live cells or organelles can be isolated from com-
plex populaƟons, including environmental microbial communiƟes or plant Ɵssues for analyses spanning quanƟ-
taƟve live cell fluorescence imaging with single molecule sensiƟvity, super resoluƟon fluorescence and atomic
force microscopy, and transcriptomic analyses using next-generaƟon sequencing technologies. Together with
proteomics, metabolomics, and electron and ion microscopy, these capabiliƟes provide the foundaƟon for at-
taining a molecular-level understanding of individual cells and cell community dynamics; and funcƟon to support
biofuel research, understand the role of biological systems in carbon cycling, and enable research in biodefense
and other naƟonal needs.

Mass Spectrometry enables high-throughput, high-resoluƟon analysis of complex mixtures. These resources are
applied to a broad range of scienƟfic problems from proteomics studies with applicaƟons to environmental mi-
crobial and plant communiƟes and human health to aerosol parƟcle characterizaƟon, as well as fundamental
studies of ion-surface collisions and preparatory mass spectrometry using ion soŌ-landing. Instruments include
Fourier transforms (FT) mass spectrometers, including Tesla Fourier-Transform Ion Cyclotron Resonances (FTI-
CRs), Orbitraps and LTQ-Orbitraps, linear ion traps, triple-quadrupole spectrometers, ion mobility spectrome-
try (IMS)—Ɵme-of-flight (TOF) spectrometers, HPLCs, a field-deployable second-generaƟon single-parƟcle laser-
ablaƟon Ɵme-of-flight mass spectrometer, and an ion soŌ-landing deposiƟon instrument.

Microscopy has a wide variety of sophisƟcated microscopy instruments, including electron microscopes, opƟ-
cal microscopes, ion microscopes, scanning probe microscopes, and computer-controlled microscopes for au-
tomated parƟcle analysis. These tools are used to image a range of sample types with nanoscale and even
atomic resoluƟon with applicaƟons to surface, environmental, biogeochemical, atmospheric, and biological sci-
ence. Each of the state-of-the-art instruments and customized capabiliƟes is equipped with features for spe-
cific applicaƟons. Instruments include electron microscopes with tomography, cryo, scanning, spectroscopy, and
high-resoluƟon capabiliƟes, an NMRmicroscope, a dual Raman confocal microscope, opƟcal microscopes, single-
molecule fluorescence tools, spectroscopy tools with visible, near-, mid-, and far-infrared capabiliƟes, atomic
force microscopy, and scanning probe microscopes.
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Spectroscopy and DiffracƟon has a suite of spectroscopy and diffracƟon instruments in EMSL, which allow users
to study solid-, liquid-, and gas-phase sample structure and composiƟon with remarkable resoluƟon. Ideal for in-
tegrated studies, spectrometers and diffractometers are easily coupled with EMSL’s computaƟonal and modeling
capabiliƟes, allowing EMSL users to apply a mulƟfaceted research approach for experimental data interpreta-
Ɵon and to gain a fundamental understanding of scienƟfic problems. Instruments include electron-, Mössbauer-,
and secondary ion mass-spectrometers, as well as atom-probe tomography. OpƟcal spectroscopy tools include
confocal-Raman, Fourier transform infrared, Ɵme-resolved fluorescence, and second harmonic generaƟon capa-
biliƟes, and mulƟple X-ray diffracƟon instruments.

Molecular Science CompuƟngprovides an integrated producƟon compuƟng environment supporƟng awide range
of computaƟonal acƟviƟes in environmental molecular research, archive storage, scienƟfic experƟse, and the
NWChem computaƟonal chemistry soŌware suite. Systems include a 1440 node supercomputer (with a peak of
2.54 PetaFLOPS, consisƟng of dual 8-core Intel “Sandy Bridge” processors, 184 TB of memory, a 3 PB global file
system), and a 15.7 PB hierarchical archive storage system.

EMSL expects to procure the new HPCS-5 HPC system(s) for delivery in mid calendar year 2017. The system is
expected to increase EMSL’s capability to support mulƟscale modeling of earth, environmental, and biological
systems. In addiƟon to scienƟfic compuƟng the supercomputer will increasingly be used to provide real-Ɵme
analysis of the experimental data streaming off the scienƟfic instruments. In addiƟon, in the next five years the
archive storage system will likely be upgraded to exceed 20 PB of data storage.

The common denominator in the next 2–5 years is increased resoluƟon and increased data rates coming off of
the instruments. New data management policies and processes will improve EMSL’s ability to make unique data
available to the scienƟfic community. This should make EMSL a supplier of petabytes of data to ESnet’s users.
It is anƟcipated that the archived proteomics data will be accessed with increasing frequency as its use in gene
annotaƟon becomes more common. Thus the volume of accessed data should increase by a factor of at least 2–5
in the next several years.

10.3.1 Process of Science

EMSL’s capabiliƟes are available to researchers through a peer-reviewed proposal process, at no cost, if research
results are published in the open literature. Users access the facility to use one ormore capabiliƟes, andworkwith
EMSL’s expert staff to gain insight and knowledge into their scienƟfic problem. A large majority of instruments
at EMSL offer remote access, although some require hands-on work and assistance from scienƟfic experts from
EMSL.

Data is generated by most instruments, and usually processed either automaƟcally or manually before delivery
to a user. It is typically sent to the user’s home insƟtuƟon through email or FTP, or by media such as a CD and
thumb drives when necessary due to bandwidth limitaƟons. In extreme cases, hard drives are shipped to the
user’s home insƟtuƟon, owing to the quanƟty of data, and the uncertainty of reasonable bandwidth between
EMSL and the home insƟtuƟon.

New generaƟons of ultrafast and high-resoluƟon electron microscopes are driving new data growth. The first of
the new generaƟon, the Dynamic Transmission Electron Microscope (DTEM) will produce approximately a ter-
abyte of raw data per day. Post processing will need to be applied to the raw data to capture images of interest,
specifically those of chemical reacƟons in progress. The data of interest will be some fracƟon (yet to be deter-
mined) of the raw data.

The CISA capability operates two SOLiD Sequencers, generaƟng 48–128 TB per year. All of the sequence data gets
shipped offsite on hard drives, due to the 1–2 TB of each data set.

EMSL is just beginning to operate a brand new 21 FTICR mass spectrometer known as the High ResoluƟon Mass
Accuracy Capability (HRMAC). It enables “top-down” proteomics of large complex proteins and protein complexes
aswell as idenƟficaƟon of complex carbonmolecules in soils and the atmosphere. HRMAC is expected to generate
approximately 1 TB of data per day iniƟally, growing to 5 TB per day in five years.
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10.4 Remote Instruments and FaciliƟes

EMSL’s users have remote access the Cascade supercomputer, the Aurora data storage archive, and use remote
tools to access many instruments remotely, saving Ɵme and travel costs. Remote instrument access does not
drive a need for wide-area network bandwidth. Reliability of these connecƟons has not been reported as a prob-
lem.

EMSL has mulƟple and redundant connecƟons to ESNET (and the internet) via 10 Gigabit links through PNNL to
SeaƩle (Primary) and Boise (Failover). The network was engineered with reliability and performance in mind:
should one of the 10 Gigabit links suffer an incident that disrupts primary service, traffic is automaƟcally failed-
over to the redundant link.

In the 2–5 year Ɵmeframe the next-generaƟon supercompuƟng capability will become available to the EMSL
user community. Increased size and number of raw data sets will make it more difficult for users to move the
data to their home insƟtuƟons for analysis, which drives the need for increased access to remote analyses and
visualizaƟon capabiliƟes at EMSL. If the aforemenƟoned DTEM capability is seen as successful by BER, it may
lead to an Ultrafast Microscopy Capability (UMC) being developed in 5–7 years. The UMC capability is expected
to generate 2–3 orders of magnitude more raw data (around 100–1000 TB/day) than DTEM. How much of that
data may be kept and processed will depend upon boƩlenecks in compuƟng and networking technology at that
Ɵme.

MulƟscale modeling of earth and environmental systems will likely drive transfer of instrument data from exper-
imental capabiliƟes like ARM, and from other HPC sites. Use cases and likely requirements in terms of wide-area
network bandwidth have not yet been established.

10.4.1 Process of Science

Remote data sources are of increasing importance as EMSL develops more of a focus on team-based science
and integraƟon of data from mulƟple sources. We expect needs for remote data to be driven by science such as
measurement and integraƟon ofmulƟ-omic data andmulƟscalemodeling of terrestrial and atmospheric systems,
where data produced by other insƟtuƟons will be transported to EMSL for integraƟon, analysis, and visualizaƟon.
Likely remote endpoints in this scenario include the ARM facility, JGI, the Joint BioEnergy InsƟtute (JBEI), and other
BER-funded Bioenergy Research Centers, and KBASE. EMSL and JGI have already established new interfaces for
automated downloads from JGI to EMSL.

TheMyEMSL datamanagement systemwill soon becomea focal point for data transfer and collaboraƟon acƟviƟes
by EMSL users and their collaborators. MyEMSL stores data acquired from EMSL’s experimental and computa-
Ɵonal instruments and the output of analysis soŌware, togetherwith relevantmetadata. MyEMSLwill allow users
a simple way to find, retrieve, visualize, and analyze their stored data. The data management system will provide
a simple and consistent interface for the EMSL staff operaƟng the instruments and for the users accessing and
sharing their data. It will also provide EMSL’s capability to make research data public. Furthermore it is expected
to be a catalyst for the creaƟon of new data and discoveries derived from exisƟng data.

EMSL expects that the combinaƟon of MyEMSL, higher quality image data, and systems biology to drive more
hosƟng of data sets by EMSL for access by the external scienƟfic community. There will be increased interest in
remote collaboraƟon in which data is posted for shared access, and collaborators can share informaƟon about
the data in real Ɵme.

10.5 EMSL Beyond 5 Years

EMSL plans to increase its scienƟfic impact by focusing on criƟcal science challenges in biology, the environment,
and energy. These science themes help define and direct development of key capabiliƟes and collecƟons of user
projects that can have significant impacts on important areas of environmental molecular science that are criƟcal
to DOE, BER, and theNaƟon. As EMSL’s user research expands andmatures, new and enhanced capabiliƟeswill be
developed. AddiƟonally, exisƟng systems will be modified to support the needs of the user community. Beyond
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5 years, we should see growth in the body of biological data that EMSL and PNNL will maintain for searches and
analysis. The increased focus on omics, mulƟscale modeling, and improved imaging capabiliƟes will significantly
increase the data volumes for complex samples analyzed by EMSL.

A new generaƟon of mass spectrometers for proteomics applicaƟons are being developed that should increase
sample throughput anddata output bymulƟple orders ofmagnitude. Access to themassive sets of data generated
by these new instruments will significantly increase network requirements. Much of this data will be transferred
in from offsite, combined with exisƟng data, curated, and shared back with the scienƟfic community.

Strong integraƟon of data from mulƟple scienƟfic domains to allow users to address systems-level problems will
require EMSL to manage and integrate mulƟ-petabyte-scale data sets. This will require the development of com-
plex workflows accessing data generated and stored at EMSL with data from other user facility and research
laboratories, which will significantly impact network requirements.

10.6 CollaboraƟon tools

EMSL provides a set of collaboraƟon tools for users and their collaborators via http://emslhub.emsl.pnl.gov.
MyEMSL will provide shared file access to authorized users, and public access to data that has been released. All
of the above will rely on a standard set of protocols including HTTP, ssh, FTP, VNC.

10.7 Data, Workflow, Middleware Tools and Services

EMSL has yet to determine what middleware and services might be required. Interest has been growing in ex-
ternal private and public clouds, but use cases for cloud compuƟng in these scienƟfic fields have not yet been
idenƟfied.

10.8 Outstanding Issues

EMSL frequently needs to ship physical copies of media to users when data sizes exceed a few gigabytes. More
oŌen than not, this is due to lack of bandwidth or storage resources at the user’s home insƟtuƟon. There are also
cases where good tools do not exist to transfer large data sets. MyEMSL is expected to resolve the lack of robust
file transfer tools.
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Table 10.1: The following table summarizes data needs and networking requirements for EMSL.

Broad	
  suite	
  of	
  scientific	
  
instruments	
  	
  including:

·	
  	
  	
  Primarily	
  onsite	
  access	
  to	
  
instruments

·	
  	
  	
  Data	
  volume	
  of	
  3-­‐5	
  
Tbyte/day	
  ingested	
  into	
  
EMSL	
  archive,	
  primarily	
  
from	
  :

·	
  	
  	
  200	
  GB	
  per	
  month	
  at	
  1	
  
Gbit/sec	
  outgoing

·	
  	
  	
  High	
  Resolution	
  Mass-­‐
Accuracy	
  Capability	
  
(HRMAC)

·	
  	
  	
  Remote	
  access	
  to	
  Cascade	
  
computer,	
  Aurora	
  archive,	
  and	
  
remote	
  instrument	
  operation

·	
  	
  	
  DMS:	
  2	
  –	
  8	
  Tbyte/month
·	
  	
  	
  Data	
  are	
  transferred	
  
mostly	
  to	
  users'	
  home	
  
institutions

·	
  	
  	
  Cascade	
  2.54	
  PFlop	
  
supercomputer

·	
  	
  	
  New	
  MyEMSL	
  data	
  
management	
  system	
  with	
  search

·	
  	
  	
  SOLiD	
  Sequencers:	
  1-­‐2	
  
TB	
  every	
  10-­‐12	
  days

·	
  	
  	
  Up	
  to	
  50	
  TB	
  terabyte	
  
ad	
  hoc	
  data	
  transfers

·	
  	
  	
  SOLiD	
  Sequencer
·	
  	
  	
  EMSLHub	
  with	
  collaboration	
  
tools,	
  pilot	
  workflow	
  and	
  analysis	
  
capabilities

·	
  	
  	
  HRMAC:	
  1	
  Tbyte/day

·	
  	
  	
  Dynamic	
  Transmission	
  
Electron	
  Microscope	
  
(DTEM)

·	
  	
  	
  Ad	
  hoc	
  transfer	
  of	
  genomic	
  data	
  
to	
  EMSL	
  of	
  25	
  GB	
  –	
  50	
  TB	
  a	
  few	
  
times	
  per	
  year

DTEM:	
  1	
  Tbyte/day

	
  Existing	
  instruments	
  plus: ·	
  	
  	
  Enhanced	
  integration	
  of	
  data	
  
from	
  multiple	
  instruments

Estimated	
  aggregate	
  data	
  
generation	
  rate	
  of	
  20	
  
Tbyte/day	
  with	
  growth	
  
from:

·	
  	
  	
  150	
  Tbyte/month	
  at	
  1	
  
Gbit/sec	
  to	
  user's	
  home	
  
institutions

·	
  	
  	
  Next-­‐generation	
  HPCS-­‐5A	
  
and	
  5B	
  replace	
  Cascade	
  
supercomputer

·	
  	
  	
  Collaborative	
  data	
  access	
  and	
  
analysis ·	
  	
  	
  HRMAC:	
  5	
  Tbyte/day

·	
  	
  	
  50-­‐100	
  	
  Tbyte/month	
  
at	
  1	
  Gbit/sec	
  from	
  ARM,	
  
JGI,	
  JBEI,	
  KBASE

Existing	
  instruments	
  plus: ·	
  	
  	
  Strong	
  integration	
  of	
  data	
  
across	
  capabilities

Estimated	
  aggregate	
  data	
  
generation	
  rate	
  of	
  200	
  
Tbyte/day	
  with	
  growth	
  
from:

·	
  	
  	
  1	
  Pbyte/month	
  at	
  10	
  
Gbit/sec	
  to	
  user's	
  home	
  
institutions

·	
  	
  	
  HPCS-­‐6	
  HPC	
  system(s)	
  to	
  
replace	
  HPCS-­‐5	
  systems

·	
  	
  	
  Comprehensive	
  problem-­‐
solving	
  environment	
  on	
  top	
  of	
  
MyEMSL

·	
  	
  	
  UMC:	
  Estimated	
  100	
  
Tbyte/day

·	
  	
  	
  100	
  –	
  200	
  
Tbyte/month	
  at	
  10	
  
Gbit/sec	
  from	
  ARM,	
  JGI,	
  
JBEI,	
  KBASE

·	
  	
  	
  Ultrafast	
  Microscopy	
  
Capability	
  (UMC)

Near	
  Term	
  (0-­‐2	
  years)

·	
  	
  	
  5	
  Tbyte/day	
  
continuous,	
  24x7

2-­‐5	
  years

·	
  	
  	
  20	
  Tbyte/day	
  
continuous,	
  24x7

5+	
  years

·	
  	
  	
  200	
  Tbyte/day	
  
continuous,	
  24x7

Key	
  Science	
  Drivers Anticipated	
  Network	
  Needs

Science	
  Instruments	
  
and	
  Facilities Process	
  of	
  Science Data	
  Set	
  Size LAN	
  Transfer	
  

Time	
  needed
WAN	
  Transfer	
  Time	
  

needed
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Case Study 11

The Earth System Grid FederaƟon

11.1 Background

This document describes three use cases for DOE’s BER CESD projects supporƟngModel Intercomparison Projects
(MIPs) and satellite and instrument observaƟons. More specifically, these use cases address the requirements of
the internaƟonal Sixth PhasedCoupledModel IntercomparisonProject (CMIP6), ObservaƟons forMIPs (Obs4MIPs),
and DOE’s Accelerated Climate Model for Energy (ACME). Focusing on these naƟonal and internaƟonal inter-
agency projects will cover a broad spectrum of needs for addiƟonal projects such as the other 70+ MIPs and
other observaƟonal data efforts, such as the ARM observaƟonal facility and related observaƟonal data sets from
the Carbon Dioxide InformaƟon Analysis Center (CDIAC). An addiƟonal use case was added to cover the European
and U.S. staƟsƟcal and dynamical down-scaling project, known as the COordinated Regional climate Downscaling
(CORDEX), which is used to determine regional climate changes.

These projects and other communiƟes systemaƟcally rely on the Earth System Grid FederaƟon (ESGF) soŌware
infrastructure now and in the distant future to securely manage, serve, and manipulate their data. ESGF is a
mulƟ-agency, internaƟonal collaboraƟon whose purpose is to develop the soŌware infrastructure needed to fa-
cilitate and empower the study of climate change on a global scale. ESGF’s architecture employs a system of
geographically distributed peer nodes that are independently administered yet united by common federaƟon
protocols and applicaƟon programming interfaces. The cornerstones of its interoperability are the peer-to-peer
messaging, which is conƟnuously exchanged among all nodes in the federaƟon; a shared architecture for search
and discovery; and a security infrastructure based on industry standards.

11.2 Context

The primary ESGF archives needed for CMIP6 will be distributed between several data centers, on different con-
Ɵnents, using different storage architectures consisƟng of tape storage and/or rotaƟng disks. As shown in Fig-
ure 11.1, the data centers include the United States, the Lawrence Livermore NaƟonal Laboratory; Australia, the
NaƟonal ComputaƟonal Infrastructure; Germany, the Deutsches Forschungsnetz; Great Britain, the Centre for
Environmental Data Archival; and the Netherlands, the Royal Netherlands Meteorological InsƟtute. Also shown
are future data centers which include China, Beijing Normal University; France, the InsƟtut Pierre Simon Laplace;
and Japan, the University of Tokyo. These CMIP6 data centers will be connected to each other and to dozens of
climate modeling centers via mulƟple high-speed research networks shown in Figure 11.1 (i.e., ESnet, Internet2,
Jisc, SURFnet, DFN, AARNet, and GÉANT).

Managing and accessing the petabytes of data will be achieved through the use of the ESGF soŌware stack.
Through ESGF, modeling centers will retain ownership of their data and allow community access and replicaƟon
of their data to the CMIP6 data centers. ESGF will use the high-speed Internet and the Globus/GridFTP soŌware
to move large amounts of data from one locaƟon to another (i.e., between modeling and data centers and to
the end user). In this paradigm, more popular or requested data will be replicated at the primary ESGF data
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Figure 11.1: The network connecƟons and collaboraƟons made through the network groups help climate and computaƟonal
scienƟsts manage and disseminate petabytes of modeling and observaƟonal data, which traverse more than 13,000 miles of
networks, spanning two oceans and three conƟnents, with more connecƟons planned, including, IPSL (France), NASA (US),
NOAA (US), and universiƟes in China and Japan.

centers for greater data accessibility and manipulaƟon. Changing of the original data sets can only occur at the
modeling centers. If data does change, controlled versions of that data will be replicated at the primary ESGF
data centers.

The World Climate Research Programme (WCRP), the leading internaƟonal body for coordinaƟng and facilitaƟng
climate research that oversees CMIP and the other 70+ MIPs, have endorsed ESGF as the standard for managing
and distribuƟng data for projects which it supports. Therefore, the use case for CMIP hold true for most (if not
all) of the other MIPs and climate research intercomparison data efforts.

The DOE ACME project is designed to create and operate a test bed for advancing Earth system model develop-
ment and has among the most varied data management needs. ACME scienƟsts will perform many short model
runs with rapid turnaround during the model development phase. This involves more computaƟonal demands
for uncertainty quanƟficaƟon and opƟmizaƟon work for model refinement and massive data runs at leading DOE
supercomputer centers, shown in Figure 11.1 (i.e., NERSC, OLCF, and ALCF). For this effort, the full array of ESGF
features is needed for model producƟon and analysis. As with the connecƟon to primary ESGF data centers,
the DOE supercomputer centers are connected via ESnet’s network and the petabytes of data are managed and
manipulated via the ESGF soŌware stack. For model validaƟon and verificaƟon, ARM and NASA’s Distributed Ac-
Ɵve Archive Centers (containing observaƟon and reanalysis data) are also served through ESGF for DOE model
diagnosƟcs efforts.

The United States alone has many climate modeling effort (i.e., Community Earth SystemModel, CESM; Goddard
InsƟtute for Space Studies, GISS;Model for PredicƟon Across Scales, MPAS; Climate Limited-areaModelling, CLM;
CAM, etc.) and many of them rely on ESGF to server their model results to the community. ACME is a good
representaƟve of a model development use case.

Currently, there are over 20 web portals (or gateways) for registering and accessing ESGF data and services and
over 70 nodes for data and soŌware provision are presently in use. With these portals and many other soŌware
libraries, packages, and sub-components are integrated in an infrastructure (or data ecosystem) that enables
real-Ɵme comparison of model output to observaƟonal measurements. This controlled environment minimizes
or eliminates tedious acƟviƟes associated with climate research. The ESGF data ecosystem of components con-
tain:

• CriƟcal Complex Data GeneraƟng Systems that generate petabytes of data from sophisƟcated technology
sources, ranging from high-end supercomputers, clusters, and computer servers to sensiƟve environmental
detectors, lab analyses, and orbiƟng satellites;

• Data CollecƟon and Management, which collects, stores, and organizes data for easy user discovery and
accessibility;

• Data AnalyƟcs for paƩern discovery, structure idenƟficaƟon, dimension reducƟon, image processing, ma-
chine learning, and exploratory visualizaƟon;
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• Data-Intensive CompuƟng for describing applicaƟons that are input/output (I/O) bound and enabling large
and complex data manipulaƟons; and

• Decision and Control for decision control and knowledge discovery.

11.3 Specific Projects Use Cases

11.3.1 Use Case 1: CMIP and obs4MIPs

The climate community has worked for the past decade on concerted, worldwide modeling acƟviƟes led by the
Working Group on Coupled Modeling (WGCM), sponsored by the WCRP, and leading to successive reports by the
Intergovernmental Panel on Climate Change (IPCC). The FiŌh Assessment Report (IPCC-AR5, CMIP5), released in
September 2013, was the latest report. The Sixth Assessment Report (IPCC-AR6, CMIP6) is scheduled for release
in 2019. These acƟviƟes involve tens of modeling groups in as many countries, running the same prescribed set
of climate change scenarios on the most advanced supercomputers and producing several petabytes of output
containing hundreds of physical variables spanning tens and hundreds of years. Over the years, the successive
CMIP experiments have produced the following archive sizes:

• CMIP1 (1995): 1 GB

• CMIP2 (2001): 500 GB

• CMIP3 (2007): 35 TB

• CMIP5 (2013): 1.8 PB

The sixth assessment is project to be 50 Ɵmes larger than CMIP5:

• CMIP6 (2019): 1.8 PB * 50 = 90 PB (projected)

These data sets sizes range from megabytes to terabytes with individual file sizes averaging 250 MB and are held
at distributed locaƟons around the globe. With increased resoluƟon for CMIP6 output, file sizes are expected to
increase 1 TB. As with CMIP5 all data for future ESGF projects are expected to be discoverable, downloadable,
and analyzable as if they are stored in a single archive, with efficient and reliable access mechanisms that span
poliƟcal and insƟtuƟonal boundaries.

The same ESGF infrastructure also allows scienƟsts to access and compare observaƟonal data sets from mulƟple
sources, including, for example, NASA Earth Observing System (EOS) satellites such as those found in obs4MIPs.
These observaƟons, oŌen collected and made available in real-Ɵme or near real-Ɵme, are typically stored in dif-
ferent formats and must be post-processed to be converted to a format (e.g., netCDF-CF) that allows easy com-
parison with model output. The need for providing data products on demand, as well as value-added products,
adds another dimension to the capability demands. Finally, science results must be applied at mulƟple scales
(global, regional, and local) and made available to different communiƟes (scienƟsts, policy makers, instructors,
farmers, and industry).

Because of climate research high visibility and direct impact on poliƟcal decisions that govern human acƟviƟes,
the end-to-end scienƟfic data invesƟgaƟonmust be completely transparent, collaboraƟve, and reproducible. Sci-
enƟsts must be given the environment and tools for exchanging ideas and verifying results with colleagues in op-
posite Ɵme zones, invesƟgaƟng metadata, tracking provenance, annotaƟng results, and collaboraƟng in develop-
ing analysis applicaƟons and algorithms. This virtual collaboraƟon environment that facilitates and advances sci-
enƟfic discovery is precisely the data ecosystem environment that inspires andmoƟvate the ESGF project.

11.3.2 Use Case 2: ACME

Based on their detailed workflow requirements, general use cases within DOE ACME can be separated into three
disƟnct categories. The first is the process for developing a new capability within themodel, which requires many
small runswith rapid turnaroundof theworkflow steps, significant interacƟonwith soŌware tools, and automated
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tesƟng and version control. The structure of the output varies and needs to be easily accessible through short-
term, local archives. Ploƫng and analysis need to be more interacƟve, nimble, and extensible for the user as
development proceeds.

Secondly, exploratory use-cases and their workflows involve numerous and varied length and spaƟal-scale simu-
laƟons with single or mulƟple components acƟvated, potenƟally using ensembles for uncertainty quanƟficaƟon
and opƟmizaƟon to explore parameter space and model fidelity. Output is shared within small groups of project
scienƟsts both locally and externally using short- tomedium-term archiving. InteracƟve, web-based, visualizaƟon
tools are required to incorporate High-Performance CompuƟng (HPC) informaƟon that is especially useful at this
stage for diagnosing issues before full producƟon runs begin. Provenance is also necessary to record tesƟng and
evaluaƟon steps required for paper and data publishing in development-focused journals.

Thirdly, producƟon runs of the model comprise the most substanƟal and diverse set of use cases. CollecƟons
of ensembles are performed over months and may be transferred to mulƟple staff as they proceed. Large jobs
are queued on ASCR compuƟng faciliƟes (i.e., NERSC, OLCF, and ALCF) systems where large data sets are created,
and complete provenance and archiving infrastructure is required for data publishing to other collaborators and
eventual public release. The data generated at these compuƟng centers will be federated between the sites for
backup and ease of use.

11.3.3 Use Case 3: CORDEX

Regional climate downscaling (RCD) techniques, which include both dynamic and staƟsƟcal approaches, are being
increasingly used to provide higher-resoluƟon climate informaƟon than is available directly from contemporary
global climate models (GCMs). The techniques available, their applicaƟons, and the community using them are
broad and varied, and it is a growing area. It is important, however, that these techniques and the results they
produce be applied appropriately and that their strengths and weaknesses are understood. This requires a beƩer
evaluaƟon and quanƟficaƟon of the performance of the different techniques for applicaƟon to specific problems.
A coordinated, internaƟonal effort to objecƟvely assess and compare various RCD techniques, built on experience
gained in the globalmodeling community, is providing ameans to evaluate RCDperformance, to illustrate benefits
and shortcomings of different approaches, and to provide amore solid scienƟfic basis for impact assessments and
other uses of downscaled climate informaƟon. WCRP views regional downscaling as both an important research
topic and an opportunity to engage a broader community of climate scienƟsts in its acƟviƟes. CORDEX has served
as a catalyst for achieving this goal.

One of the ESGF’s successes has been in geƫng data out to the community in a coordinated manner, using a
single and documented format and file structure. It has been decided that CORDEX will use the same ESGF in-
frastructure as CMIP. Thus, the same facility now exists for CORDEX data. The IS-ENES2 (European) community
took responsibility for implemenƟng several adjustments to the process:

• Data reference syntax (DRS) has been adapted for dynamical downscaling;

• AƩribute service (data access and term of use) is operated by Link’́oping University;

• Versioning of data sets has been done at the variable level; and

• Quality control (by DKRZ) has been done prior to the publicaƟon.

11.4 Modeling and Data Center Requirements

Producing and/or maintaining high volumes of scienƟfic data within an HPC and high-performance storage en-
vironment present unique producƟon and operaƟng challenges. OŌen, the only realisƟc choice for long-term
storage and backup are roboƟc tape drives within a hierarchical management system. Access constraints (secu-
rity policies and firewall restricƟons) set by modeling, HPC centers, or data centers can lead to such inefficient
behaviors. Redundant efforts waste considerable resources and significantly slow scienƟfic producƟvity. Addi-
Ɵonally, some applicaƟons require that large volumes of data be staged across low-bandwidth networks simply
to access relaƟvely small amounts of data. Finally, when data usage changes, or storage devices are upgraded,
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Figure 11.2: Future standardized ESGF node and Internet workings and connecƟons.

large data sets may need to be reorganized to take advantage of the new configuraƟon, making the enƟre pro-
cess expensive and extremely Ɵme consuming for the centers or operaƟng faciliƟes. For these and other reasons,
there is a need to develop amore intelligent and integrated data ecosystem across the ESGF that provides services
that anƟcipates usage, storage, disrupƟve technologies, and beƩer communicaƟon and network connecƟons be-
tween the centers and faciliƟes. For backup purposes and greater accessibility, there is a need tomove petabytes
of data between the worldwide-federated centers that are supported by ESGF. At present, the tested disk-to-disk
sustained throughput is 4 Gbps, which is approximately delivering data at a transfer rate of 1 PB a month. How-
ever, for data replicaƟon of tens to hundreds of petabytes at any given sites, the long-term goal is a sustained
disk-to-disk performance of 1 PB a day. With proper tuning and improved networks, as shown in Figure 11.2, we
hope to achieve this goal before 2019 CMIP6 producƟon runs.
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Case Study 12

A Globus PerspecƟve on BER Research Data
Management

12.1 Background

We describe data management requirements that the Globus team at ANL and the University of Chicago has en-
countered across a range of BER-related faciliƟes and projects; highlight, from across those faciliƟes and projects,
common themes and requirements for data transfer and collaboraƟve data sharing that moƟvate networking
needs; and describe how faciliƟes and projects use Globus research data management services to address many
of the requirements that we idenƟfy.

Globus leveragesmodern soŌware-as-a-service (SaaS) methods to provide reliable and secure data transfer, shar-
ing, publicaƟon, and discovery services. Its Web 2.0-based interfaces have proven popular with both facility
administrators and end-user researchers and engineers, allowing the former to outsource Ɵme-consuming op-
eraƟons and support tasks to a reliable third party, and permiƫng the laƩer to work with large data with ease.
Globus services are deployed at most DOE laboratories, form part of the ESnet-designed Science DMZ concept,
and are used in major BER projects such as ACME, ARM, and KBase.

This case study presents the perspecƟve of a soluƟon provider rather than a single facility, instrument, or project.
As such, it provides a composite picture of use cases and trends in data management across numerous campuses
and faciliƟes.

We make four main points:

• High-speed, reliable, and extremely easy to use data transfer, sharing, and publicaƟon have become vital
to a wide variety of BER science projects.

• Globus services have proved highly useful in terms of reducing barriers to the use of advanced networks,
improving performance and reliability of data transfers, and facilitaƟng data sharing and publicaƟon.

• The SaaS approach used by Globus has proved effecƟve both for faciliƟes, developers of soŌware tools,
and individual researchers. It reduces demands on system administrators, soŌware developers, and re-
searchers, while also increasing usability, reliability, and performance.

• Globus services are widely deployed and used, but there remain many opportuniƟes to use them to a far
greater extent.

12.2 Network and Data Architecture

Globus services are used by hundreds of research insƟtuƟons across the United States and internaƟonally. More
than 8,000 computer and storage systems have been configured as Globus endpoints by installing the simple
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Globus Connect soŌware that allows them to parƟcipate in the Globus data transfer and sharing network. Reg-
istered users use web, command line, or applicaƟon programming interfaces (APIs) to request data transfers
between Globus endpoints and to configure data sharing on endpoints. In every cases, access is controlled based
on secure authenƟcaƟon and authorizaƟon. The Globus soŌware uses the high-performance GridFTP protocol
to accelerate transfers between a wide variety of storage systems, including hierarchical storage management
systems, and over a wide range of networks. Integrity checking is performed on all transfers by default and en-
crypƟon can be applied if desired.

The Globus soŌware that manages transfers is implemented as SaaS on the Amazon cloud. This SaaS approach
provides both the Globus team and the administrators of individual endpoints and faciliƟes with a high degree
of visibility into data transfer paƩerns and achieved performance. In addiƟon, we work closely with many groups
who are applying Globus services in their science, for example by advising them on how best to configure Globus
endpoints or how to integrate Globus APIs into their applicaƟons. We thus have experience with a wide range of
network and data architectures. We draw some general conclusions in the following.

We consistently see the highest performance being achieved at faciliƟes and campuses that have adopted the
ESnet Science DMZ model, with its dedicated data transfer nodes, fricƟon-free network access to storage, and
appropriately configured Globus soŌware. In contrast, sites that lack dedicated and capable data transfer nodes,
operate aggressive firewall security policies, and/or fail to provide Globus services to their users oŌen provide
end-to-end transfer experience that is not pracƟcal for science requirements.

Our experience also emphasizes that networking issues do not stop with the border router. Many users suffer
from last mile problems within a facility or campus. ConnecƟvity to researcher-used machines such as local de-
partment clusters or desktops must be considered if we are to truly address the end-to-end data transfer issues
that users contend with today. For example, at ANL’s Advanced Photon Source (APS, used by many BER-related
projects), despite sustained effort to improve internal networking, access to remote sites remains relaƟvely poor.
SomeAPS beamlines have establishedGlobus transfer endpoints closer to the acquisiƟonmachine in order to per-
mit high-speed data movement. Such last-mile connecƟons must be viewed as an essenƟal service if researchers
are to be able move data efficiently to other systems or outside the facility. Similar concerns arise at some ESGF
sites, with local network configuraƟon issues hindering high-speed access to important climate data.

One potenƟal soluƟon to such problems is to create data staging services to which data that is intended for
external distribuƟon can be transferred. For example, ANL has established the Petrel system, with 1.7 PB storage,
for this purpose1: see SecƟon 12.4.1. This system is used by both APS and climate projects to locate data that is
intended for external access.

We also find that internaƟonal network connecƟvity is important for key efforts supported by BER, such as Earth
System Grid FederaƟon [7]. InternaƟonal network connecƟvity with key sites on the federaƟon is criƟcal. This
is important for user access to distributed archives, and for administraƟve purpose of geographic replicaƟon of
assets for localized efficient access and disaster recovery.

Later secƟons of this case studyhighlight some soluƟons adoptedby faciliƟes that have resulted in high-performance
data access infrastructure while staying true to the security tenets required by the faciliƟes.

12.3 Collaborators

We work directly or indirectly with many thousands of researchers and faciliƟes. Globus services are in use at
thousands of sites across the United States and worldwide. More than 25,000 registered users have used the
Globus service to process more than 20 billion files and to transfer more than 110 petabytes since late 2010.
More than 8,000 storage and computer systems run Globus endpoints. Figures 12.1, 12.2, and 12.3 show usage
across DOE labs. Usage is growing steadily. (These numbers only encompass data transferred with the Globus
transfer service; total Globus GridFTP data transfer is more than a petabyte per day.)

1http://petrel.alcf.anl.gov
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Figure 12.1: Globus transfer service usage at DOE labs, as measured in total bytes transferred per month.

Figure 12.2: CumulaƟve data transferred via Globus in and out of DOE faciliƟes.

12.4 Instruments and FaciliƟes

We review use cases from a range of BER-relevant faciliƟes and science projects.
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Figure 12.3: Number of users who access Globus endpoints at DOE faciliƟes per month.

12.4.1 Present

The researcherswithwhomwework use awide variety of instruments and faciliƟes. The quality of the end-to-end
data transfer path to/from these instruments faciliƟes varies widely. Some have high-speed ESnet connecƟons,
powerful data transfer nodes, well-configured Science DMZs, and well-configured Globus endpoint soŌware, so
that users canmove data to/from a facility at high speed. Many other faciliƟes are lacking in one or more of these
respects, compromising achieved performance and/or usability.

Security policies are a frequent obstacle to effecƟve datamovement to/from instruments and faciliƟes. BER facili-
Ɵes have varying levels of security requirements, moƟvaƟng the need for supporƟng different levels of assurance
for secure data access. For example, some sites require the use of two-hop systems in which data must be staged
to a separate server before it can be transferred out or shared. Others run soŌware-defined network soluƟons
that allow bypass in firewalls. Yet others require read-only mounts of externally accessible file systems.

FricƟon-free network paths can be engineered in such cases, but require effort and care if we are to allow data
transfer and sharing in meaningful Ɵmelines with good usability for end users. For example, Los Alamos NaƟonal
Laboratory (LANL) has integrated their network bypass policy engine with Globus transfer management capabil-
iƟes (management console) so that a Globus transfer’s data channel can bypass their packet inspecƟon firewall
while the transfer is acƟve; the control channel goes through their standard firewall inspecƟon. This approach
allows data transfers to leverage available network bandwidth while adhering to the high levels of assurance and
security measure that LANL needs.

The Petrel data server at ANL represents another approach to problems of both security and data access. The APS
and ALCF require a local account to access their storage services. For this and other reasons, ALCF and Globus set
up a 1.7 PB data store, Petrel (http://petrel.alcf.anl.gov). This service uses Globus idenƟty and groups,
and data transfer and sharing, to allow users to share data with collaborators. The pilot has about10 groups using
it to share their data, including Argonne climate scienƟsts. In the last year 600 TB of data has been moved in and
out of the storage system using Globus.

12.4.2 Next 2–5 Years

We expect to see the widespread development and use of large discovery engines [5] (see Figure 12.4): faciliƟes
that integrate big storage and compute resources to enable the aggregaƟon and analysis of large quanƟƟes of
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data from different sources. KBase is an early example of such a system. We expect to see similar systems arise
in environmental science and other fields.

The development of these systems will be moƟvated by the need to colocate data and compuƟng to facilitate
rapid and collaboraƟve analysis. However, they will inevitably increase demands on networks.
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Figure 12.4: Discovery engine schemaƟc. [Figure courtesy of Rick Stevens.]

12.4.3 Beyond 5 Years

Large-scale automated science processes will increase data volumes yet further.

12.5 Process of Science

12.5.1 Present

We outline two sets of use cases that encompass important aspects of the current state of the art.

Data movement and sharing

Rapidly increasing data volumes lead some to argue that data movement is no longer feasible or desirable. Our
experience, however, is that use cases that require large-scale data movement are becoming more rather than
less important for science. We see a wide range of raƟonales for data movement. For example, data may need
to be transferred from a generaƟon site to a storage site; from a generaƟon or storage site to an analysis loca-
Ɵon that has available compuƟng power or specialized soŌware; from a storage site to another storage site for
backup or redundancy; or from one storage site to another for integraƟon with other data. In each case, reli-
able, secure, and high-speed data movement can increase the pace and reliability of research, and enable new
research methodologies not otherwise possible.

A related set of use cases involve sharing data with collaborators, as for example when a researcher produces a
data set that must then be shared with other members of a research team for further analysis.

Wide-area network performance can certainly be an obstacle to these use cases. However, it would be a mistake
to think that high-speed wide-area networks are all that is required. Other factors can also cause problems:
for example, local network configuraƟon, security requirements, local storage system configuraƟon, and lack of
suitable data transfer tools. Integrated soluƟons such as Globus that address security, reliability, bookkeeping,
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transfer opƟmizaƟon, and sharing management in an easy-to-use package can make a big difference to research
effecƟveness.

Near-real Ɵme data movement and sharing

We see a strong use case for moving data as it is generated, whether at scienƟfic instruments or by simulaƟons,
to analysis machines and collaborators in near-real Ɵme. Inevitably analysis machines and collaborators may be
located remotely as well as locally. This requirement adds a quality aƩribute to the previous requirement in terms
of Ɵmed delivery.

OnemoƟvaƟon formoving data to analysismachines in near-real Ɵme is to provide feedback on the data collected
which can be used to make changes and adjustments to the data collecƟon oricess, thus improving the quality of
the data collected and ensuring success of the Ɵme spent at the facility. An exemplar of this was work done by
researchers at APS, PNNL, and Globus to enable such analysis for an experiment conducted at APS at PNNL. Erin
Miller, a scienƟst from PNNL conducted an experiment at APS and used Globus to move data back to PNNL for
analysis and visualizaƟon. Such an endeavor requires high-performant networks between faciliƟes, data transfer
nodes at the border of each facility to allow secure data movement, and resilient transfer tools to leverage the
network.

Workflow leveraging data at faciliƟes

IntegraƟng use of compute at these faciliƟeswithin aworkflow that involves data discovery and staging also poses
unique challenges that are discussed in later secƟons of this case study.

Data distribuƟon and replicaƟon

Many projects host data assets and provide two important but disƟnct use cases that dictate networking require-
ments: user access to data subsets, restricted user access to derived data, and data replicaƟon. Examples of such
projects include ESGF, ACME, and ARM.

The first use case involves providing user access to data subset. A user will typically want to search for and
discover data set of interest and then download the data, oŌen to a local machine or other insƟtuƟonal machine.
Access is typically read-only, and the user machines to which data is downloaded may not have good bandwidth,
so downloads can be slow. This use case moƟvates the need for highly simple and usable tools that make it
trivial for a user to obtain the data. (A slight variaƟon on this use case is where users want to move a significant
porƟon of the data to other well-connected sites for further analysis. That variant emphasizes a need for well-
tuned networks and tools that can leverage the network.) ESGF with mulƟ-petabytes of data holdings across
internaƟonal distributed site is an exemplar of this use case.

ESGF has integrated Globus as an opƟon for user data download. In so doing, it leverage the plaƞorm aspects of
the transfer service, where the Globus capability for idenƟty management and data transfer are integrated into
the ESGF portal giving users a seamless user experience while using the managed data transfer tool. Recently
Globus download was also added to the ESGF COG front-end, a new system adopted by ESGF as a front end
portal. Work done in collaboraƟon with NASA Jet Propulsion Laboratory (JPL) also leverages Globus sharing for
publicly accessible data sets, thus reducing the number of user logins in the end-to-end download process. This
also bring third-party transfers to the ESGF ecosystem, supporƟng the variaƟon on the end user download use
case to transfer data to other campus and facility systems that are Globus enabled.

A second major use cases is when projects allow users to request some custom data analysis and then allow
access to the derived data that results from the analysis. In such cases, automaƟon of analysis runs and sharing
of the result set with the requesƟng user are key. It can also be important to track user download of the derived
data, so as to determine when it can be safely deleted. NCAR’s Research Data Archive (http://rda.ucar.edu)
is a project that has successfully demonstrated an end-to-end soluƟon for this use case by integraƟng their portal
with Globus services, which they use for federated idenƟty, data transfer, and data sharing. With scale of data
assets over 17 PB of data processed for over 4000 custom user requests last year, the inclusion of Globus for data
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management has allowed the archive to leverage a specialized service for secure data sharing, while providing
users an intuiƟve and managed data delivery soluƟon.

Lastly replicaƟon of these data sets across sites that are oŌen well connected is a crucial requirement for many
such data archive projects. These are administrator-driven operaƟons that are repeated at some interval where
potenƟally large data assets (for example petabytes of data in the case of ESGF) is replicated across sites. This
operaƟon requireswrite access on the remote side, oŌen synchronizaƟon using checksums tomove only data that
has been added or changed and in some cases involve internaƟonal sites. Networking requirements and tolerance
for successful compleƟon of transfer is quite different from the end user data movement in this case

The automaƟon of data transfers to supportworkflows is a key part of the science process. Most oŌen researchers
use experimental faciliƟes collect data or compute faciliƟes to generate data, and that becomes the first step in
a workflow process. First step usually is the validaƟon of the data and there is a spectrum of use cases covering
various Ɵme thresholds for this analysis. For example, certain beamlines at APS, including those that do X-ray
Photon CorrelaƟon Spectroscopy (XPCS) require real-Ɵme analysis and feedback that takes order of minutes. On
the other hand, climate model runs by ACME will use data for the first five years to run diagnosƟcs to see the
quality of the run and determine if it will be conƟnued or not.

In all these cases, data needs to move from source to where the analysis is done, oŌen as soon as a file is wriƩen.
This requires good tools for automaƟon that also do credenƟal management for data access and secure transfer.
Globus is used in some deployments where the programmaƟc interface (REST APIs) or the scriptable command
line interface is integrated with the workflow and used to move the data.

Once iniƟal analysis is done, oŌen further steps of the workflow are used to create derived or value-added prod-
ucts, that are then shared with collaborators. While the data in this step is usually smaller in size, the need to
share it introduces requirements around moving it to a locaƟon where it can stored, backed-up, fine-grained ac-
cess control can be setup for access, and has a high-performance network to support mulƟple user access.

Once the data has been processed, publishing the data to make it available to the community is oŌen a next step.
Publishing of data involves placing the data in storage that has preservaƟon capabiliƟes matching requirements
(few years to long-term archive), associaƟngmetadatawith the published data, curaƟon as needed, and aƩaching
a persistent idenƟfier to the data set that can be used for reference and discovery. In some projects like the ones
that use ESGF, publicaƟon is a key aspect of the system, and the discovery of data is facilitated by maintaining an
index of the published arƟfacts. As described in SecƟon 12.7, Globus publicaƟon and discovery services support
this use case.

12.5.2 Next 2–5 Years

We expect to see many more data distribuƟon and analysis services established at DOE faciliƟes and elsewhere,
as DOE as a whole and BER in parƟcular engages works increasingly with “big data” and with methodologies that
involve integraƟon of data from different sources and of different types.

Demand for Globus services as ameans of transferring, sharing, and publishing data will increase rapidly. We also
see an increased need for services that allow users to organize, manage, discover, andmanipulate large quanƟƟes
of diverse distributed data.

12.5.3 Beyond 5 Years

We expect the more distant future to feature increasingly complex data management and sharing structures that
will emphasize the need for far more sophisƟcated research data management capabiliƟes.

As faciliƟes grow to exascale, we expect data volumes to increase significantly. For example, file sizes that have
largely remained constant over a decade are expected to significantly increase such that tools for data manage-
ment, including those that support movement of such files, need to cope with files that are on the order of
terabytes. InnovaƟve soluƟons to address this, such as improvements to protocols to support efficient striping of
files, and mechanisms for scaling network usage with the number of data transfer nodes and their capacity, are
criƟcal to support science in an exascale environment.
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12.6 Remote Science AcƟviƟes

Science is collaboraƟve in nature and most if not all projects have an element of remote science driven by mulƟ-
insƟtuƟon collaboraƟon for leveraging specialized resources (such as instruments, supercomputers) and special-
ized skills (core faciliƟes, collaborators with experƟse). All requirements presented in this case study cover the
remote science aspect.

12.7 SoŌware Infrastructure

This case study is concerned primarily with the use of Globus services and thus it is in this secƟon that we focus
our aƩenƟon.

12.7.1 Present

Globus is widely deployed at many insƟtuƟons, both naƟonal labs and campuses, and in some cases the default
service to move data. As a hosted service, Globus delivers high-performancemanaged data transfer, sharing, and
publicaƟon capabiliƟes that integrate seamlessly with a site or cluster’s authenƟcaƟon system.

Globus transfer [1] automaƟcally tunes transfers to take into account characterisƟcs of both the transfer end-
points and the data being moved. For example, it configures transfers differently when moving many small files
vs. a few big files. The service also delivers criƟcal capabiliƟes for site administrators whowant to deploy and host
a service to enable their storage for use with Globus. These capabiliƟes include trivial setup and configuraƟon of
Globus endpoints; the ability to configure concurrency and parallelism preferences and limits; SaaS-based tools
formonitoring all transfers in andout of their system (e.g., see Figure 12.5); and the ability cancel or pause/resume
tasks on their system.

Globus sharing [2] gives the end user the ability to share folders with their collaborators directly off their storage
system. Users simply select the folder(s) that they want to share and provide the email address of the person
they want to share. Globus noƟfies the other user, and gives them read or write permissions as specified by the
owner. The shared data is not replicated or copied elsewhere, thus making it a scalable soluƟon for sharing data
sets of any size with partners and collaborators. As described on other, this capability is already in use by several
projects to securely share data: RDA and ESGF are examples of such use. LBNL has enabled sharing for some
projects, allowing scienƟsts to leverage storage at the lab to store the data and Globus to facilitate controlled
sharing of the data.

Globus has become a vital part of the data management infrastructure across various DOE faciliƟes: as shown in
Figures 12.1–12.3, we see steady growth in use across DOE faciliƟes, both in the amount of data transferred and
the number of acƟve users. Since April 2014, there have been at least 200 acƟve users per month, with over 300
users in the last few months. The service is starƟng to replace use of other transfer tools such as scp and rsync,
due to its higher performance and more robust and user-friendly transfer and sharing soluƟon.

Globus transfer and sharing is also used as plaƞorm to integrate with various workflow systems: SwiŌ and Galaxy
both provide mechanism to use Globus transfer to stage data in and out for workflows. Galaxy has also been
enhanced to use Globus idenƟty and group mechanism to provide federated login and credenƟal management
capabiliƟes to its users. SwiŌ also integrates with the Globus metadata management capability, allowing users
to associate metadata and tags with files that are part of a data set, search and discover data sets, and then
stage them for further processing. Under ACME, work is being done to add Globus transfer to Pegasus workflow
system.

Globus publicaƟon and discovery services [3] enable data publicaƟon and discovery with user-customizable col-
lecƟons. The hosted publicaƟon service provides the workflow needed for the publicaƟon process, while the
data is stored in the insƟtuƟonal storage with references to the data added to the metadata. Using the Globus
publicaƟon service, users can define collecƟons and configure various aspects of the collecƟon: policies on who
can submit to the collecƟon, curaƟon requirements, permissions onwho can view the published collecƟon; meta-
data needed to publish to the collecƟon, which is presented as forms to the user to provide input on; and lastly
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Figure 12.5: The Globus management console, showing here a view relaƟng to selected NERSC endpoints.

persistent idenƟfier to associate with arƟfacts published to this collecƟons (DOIs or handles). The Globus publi-
caƟon service indexes the metadata and provides a rich search interface for discovery of the published arƟfacts.
Users can search and find data sets, and depending on the access permissions set on the collecƟon, download
the data.

For the BER ACME project, the Globus publicaƟon service is being further enhanced to support automated ex-
tracƟon of metadata from files and publishing to the ThemaƟc Real-Ɵme Environmental Distributed Data Services
(THREDDs) service for Open-source Project for a Network Data Access Protocol (OpenDAP) access. The ACME
project collecƟon has been modified to have an addiƟonal step for extracƟon of metadata from NetCDF files,
generaƟon of THREDDs catalog and publishing to the ESGF search service for discovery.

12.7.2 Next 2–5 years

Current ESnet and Globus services enable high-speed data movement; current ASCR faciliƟes enable high-speed
computaƟon. BER faciliƟes provide some ability to discover and access important scienƟfic data, but are far
from adequate in terms of their ability to enable the most advanced data-driven science. We aƩribute these
deficiencies to lack of investment and a lack of suitable underlying data architectures.

The next 2–5 years will surely require a new class of science data faciliƟes that can enable large-scale aggregaƟon,
organizaƟon, andmanagement of data within both individual discovery engines and across different faciliƟes and
disciplines. A key to success in establishing such faciliƟes will be to leverage SaaSmethods to establish and deliver
common services, and to reduce demands on individual projects, faciliƟes, and researchers.
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12.7.3 Beyond 5 Years

We hope that DOE, BER, and ASCR will embrace the opportuniƟes inherent in creaƟng the world’s most ca-
pable data-driven science infrastructure. With all data created within BER research accessible, discoverable,
linked, and computable, the pace of discovery in Biological, Environmental, and other research will be greatly
enhanced.

12.8 Cloud Services

Globus itself runs on cloud computers provided by AmazonWeb Services. We find the high availability, specialized
services, and support for state replicaƟon across availability zones highly useful for implemenƟng a SaaS capability
such as Globus. We believe that DOE should be invesƟgaƟng other opportuniƟes to thus provide “science as a
service,” i.e., to outsource useful capabiliƟes to cloud computers.

Independently of this use of cloud for SaaS, we see increasing demand for leveraging commercial cloud compuƟng
and storage services. For example, Amazon ElasƟc Compute is gaining tracƟon as a plaƞorm for on demand
compute resource, leading to increased need for efficient staging of data to and from Amazon storage. Globus
introduced support formoving data to Amazon S3 storage, and has seem good adopƟon fromusers at researchers
at various campuses and some from naƟonal labs. Internet2 Net+ offers Amazon Web Services to campuses and
has provided direct AWS/Internet2 connecƟvity to enhance data transfers from campuses to cloud storage. With
such seamless access to cloud resources, researchers will conƟnue to leverage that and use that in tandem with
other faciliƟes and local resources.

On-demand cloud storage also provides an aƩracƟve offering for researchers. For example, LBNL recently adopted
Google Drive as a research storage Ɵerwith unlimited storage for the campus, and encouraging all campus users to
use Google Drive to store their data. There remains a gap in tools that provide reliable secure managed transfers
to some of the cloud storage such as Google Drive that needs to be addressed.

12.9 Outstanding Issues

Weobserve that while high-speed networks arewidely deployed across DOE laboratories, the tools that can allow
users to make truly effecƟve of those networks are less universally disseminated. ESnet has done an excellent job
promulgaƟng the Science DMZ concept; an important next step will be to promote use of tools such as Globus
that can drive increased use of Science DMZs and ESnet capabiliƟes.

The important role that Globus services play in BER and other DOE science makes it important to support both
their conƟnued operaƟon and the development required to keep up with technological change and new require-
ments be supported. DOE currently has no coordinated mechanism for providing such support, leaving DOE
faciliƟes, projects, and researchers at risk of service interrupƟon.

The Globus team is working towards sustainability via a subscripƟon model, in which individual laboratories and
projects pay the Globus group for access to advanced capabiliƟes. At present, several DOE laboratories and facil-
iƟes subscribe to this program (see Figure 12.1), but many major users do not.
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Case Study 13

The DOE-UCAR CooperaƟve Agreement for
Climate Change PredicƟon Program

13.1 Background

The CooperaƟve Agreement between DOE and the University CorporaƟon for Atmospheric Research (UCAR)
sponsors the development, enhancement, uƟlizaƟon, and analysis of the NCAR, DOE, and NSF Community Earth
System Model (CESM)—one of the world’s most complete and advanced climate models. CESM has parƟcipa-
Ɵon from a very large community of scienƟsts, and peer-acceptance, which is important to ensure excellence
and relevance. Major modeling programs are no longer single PI research projects, because of the complexity
of the problem and the technical sophisƟcaƟon of the models and computer codes. They are major technology
development efforts, and are both shared-research tools andmajor code projects. The CESM community enables
access to contribuƟons frommulƟple sources in an open development process that allows incorporaƟon and test-
ing of a wide range of ideas in a broad spectrum of disciplines. The CESM program also has a mission to foster
the creaƟve involvement of university researchers and students in the subject area, and thus contributes to the
development of highly trained people for the future. The CESMprogram is a complement to the othermajormod-
eling programs in CCSP that are specifically oriented towards a government mission to provide decision-support
informaƟon.

Development of a comprehensive CESM that accurately represents the principal components of the climate sys-
tem and their couplings requires both wide intellectual parƟcipaƟon and compuƟng capabiliƟes beyond those
available to most U.S. insƟtuƟons. The CESM, therefore, must include an improved framework for coupling ex-
isƟng and future component models developed at mulƟple insƟtuƟons, to permit rapid exploraƟon of alternate
formulaƟons. This frameworkmust be amenable to components of varying complexity and at varying resoluƟons,
in accordance with a balance of scienƟfic needs and resource demands. In parƟcular, the CESM must accommo-
date an acƟve program of simulaƟons and evaluaƟons, using an evolving model to address scienƟfic issues and
problems of naƟonal and internaƟonal policy interest.

The CESM project will address important areas of climate system research. In parƟcular, it is aimed at under-
standing and predicƟng the climate system. The long-term goals of the CESM project are simple but ambiƟous.
They are:

• to develop and to work conƟnually to improve a comprehensive CESM that is at the forefront of inter-
naƟonal efforts in modeling the climate system, including the best possible component models coupled
together in a balanced, harmonious modeling framework;

• to make the model readily available to, and usable by, the climate research community, and to acƟvely
engage the community in the ongoing process of model development;

• to use the CESM to address important scienƟfic quesƟons about the climate system, including global change
and interdecadal and interannual variability; and
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• to use appropriate versions of the CESM for calculaƟons in support of naƟonal and internaƟonal policy
decisions.

Complementary efforts using simplified models are also important and will be undertaken by many individuals,
including some CESM parƟcipants. However, the CESM project will remain focused on comprehensive climate
modeling.

WeanƟcipatemany important changes in the climatemodeling enterprise over the next five years, including:

• increasing computer power, both in the United States and abroad, that can support more elaborate and
more sophisƟcated models and modeling studies, using increased spaƟal resoluƟon and covering longer
intervals of simulated Ɵme;

• improved understanding of many of the component processes represented in the CESM, including cloud
physics; radiaƟve transfer; atmospheric chemistry, including aerosol chemistry, boundary-layer processes,
polar processes, and biogeochemical processes; and the interacƟons of gravity waves with the large-scale
circulaƟon of the atmosphere;

• improved understanding of how these component processes interact;

• improved numerical methods for the simulaƟon of geophysical fluid dynamics; and

• improved observaƟons of the atmosphere, including major advances in satellite observaƟons.

Under the auspices of the DOE-UCAR CA, CESM simulaƟons are carried out on a number of supercomputers,
including the NCAR/University of Wyoming Yellowstone system, and NERSC’s Hopper and Edison systems, ANL’s
Mira system, and others. CESM is uƟlized for large internaƟonal MIPs, including the upcoming CMIP6, and similar
projects, including large-scale community efforts like the current Large Ensemble (LE) and Last Millennium En-
semble (LME) projects. The total data volume available from the LE and LME together is about 3.5 Ɵmes (610TB
vs. about 170TB) that of what was provided for CMIP5.

Results from these simulaƟons are oŌen transferred between the various compuƟng sites for analysis, depending
on specific aspects of the simulaƟons involved. The preferred tool for data transfer is Globus, but if an endpoint
does not exist at one site, then other means, scp or bbcp, can be used.

The volume of data transferred from one site to others can vary considerably—from a few hundred megabytes
to tens or hundreds of terabytes. Efforts are made to keep model results local to the system upon which they
were generated, but that is not always possible, especially in regards to theMIP-related simulaƟons. For example,
versions CCSM4 and CESM1.0 were used for the 2010–2012 CMIP5 simulaƟons, and all the data (in total, about
170 TB) were transferred from NERSC and ORNL to NCAR for hosƟng on the ESGF, the infrastructure for CMIP5
and the other MIPs (TAMIP, GeoMIP, PMIP3 and others) to which the CESM project submiƩed data.

Data from hundreds of non-MIP simulaƟons and community projects like the LE and LME are hosted via the NCAR
Earth System Grid (ESG) portal.

13.2 Local Science Drivers

13.2.1 Instruments and FaciliƟes

Table 13.1 shows the current instruments, faciliƟes, and resources for the DOE-UCAR CA.

Over the next 2-5 years, it is expected that the Yellowstone supercomputer at the NCAR-Wyoming Supercom-
puƟng Center (NWSC) will be upgraded in terms of processor cores, memory, disk storage, and the other re-
sources.
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Table 13.1: This table describes the local compuƟng and other resources the DOE-UCAR CA uses for carrying out simulaƟons
with the CESM, as of mid-2015.

Site name Name and type Processors Memory Disk storage Archival stor-
age capacity

NCAR-Wyoming
SupercompuƟng
Center (NWSC)

Yellowstone IBM
iDataPlex

72,576 Intel
Sandy Bridge
processors

144.6 TB 15 PB > 160 PB

13.3 Remote Science Drivers

This table describes the remote compuƟng and other resources the DOE-UCAR CA uses for carrying out simula-
Ɵons with the CESM, as of mid-2015.

Site name Name and type Processors Memory Disk storage Archival stor-
age capacity

NaƟonal Energy
Research ScienƟfic
CompuƟng Center
(NERSC)

Hopper Cray XE6 153,216
Opteron

212 TB 2 PB 240 PB

NaƟonal Energy
Research ScienƟfic
CompuƟng Center
(NERSC)

Edison Cray XC30 133,824 Intel
Ivy Bridge

357 TB 8 PB 240 PB

Argonne Leadership
CompuƟng Facility
(ALCF)

Mira IBM Blue
Gene/Q

786,432 768 TB 27 PB 16 PB

Over the next 2–5 years, the supercomputers at each of the remote compuƟng sites (NERSC and ANL) will be
upgraded in terms of processor cores, memory, disk storage, and the other resources. The new NERSC HPC
resource, Cori, the first phase, is expected to become available in late fall 2015. The new ANL HPC resource,
Aurora, should begin producƟon-level service in Q2 CY2019.

Just as with the NWSC resource, it is anƟcipated that the compuƟng resources at the DOE sites will be uƟ-
lized to carry out the simulaƟons with CESM in accordance with the DOE-UCAR CA plans, as well as the CMIP6
project.

13.4 Process of Science

The typical process for the use by the DOE-UCAR CA of the CESM for knowledge discovery involves an experimen-
tal design created by either an individual scienƟst, small NCAR group of scienƟsts, or one of the CESM Working
Groups (a collecƟon of scienƟsts and others with a common interest). Once the design is finalized and the nec-
essary resources (compuƟng, storage, and so on) are determined, the project applies for those resources at the
compuƟng center. Once those resources are allocated, then the model is executed at the center, the output is
analyzed and archived, made available via the ESG or ESGF as appropriate, and papers are wriƩen and submiƩed
to various science journals detailing what was learned from the experiments.

The samebasic process for CESMsimulaƟons executed atNCAR is accomplished at DOE compuƟng centers located
elsewhere. Experiments are designed, resources allocated, the simulaƟons run, post-processed, analyzed and
made available via the ESGF and ESG. Some of the original model output and post-processed data from these
simulaƟons is transferred back to NCAR, but because all of the DOE-UCAR CA compuƟng resources are associated
with nodes in the ESGF, it is not necessary to transfer all of the data just for the purpose of making them publicly
available. To get an idea of the total data volume generated by thousands of CESM simulaƟons, the graph below
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uses the archival volumes at NCAR and the DOE sites to extrapolate CESM data holdings for period 2016–2025,
using the 2005–2014 period for extrapolaƟon:

Figure 13.1: Archival volume of CESM output at NCAR and DOE HPC sites.

The science processes regarding the DOE-UCAR CA’s use of the CESM are anƟcipated to be very similar over the
2017–2020 Ɵme range as they are currently, with the possible excepƟon that the model output will be wriƩen
in a transposed format compared to the current history format. This shiŌ, from puƫng all fields from a single
Ɵme period in a single file, to wriƟng all Ɵme periods for each individual model output field into a single file, will
reduce the requirement to post-process the model output to make it more usable for the community. Work is
nearly complete on this aspect of workflow re-engineering. This enhancement of CESMwill be part of the release
of CESM2, expected in mid-2016.

One key project that is will begin and conƟnue during this period is the anƟcipated CMIP6. The specifics of
the scope of this project, number of simulaƟons, experiment types, and output requirements—by the WCRP’s
WGCM—should be available by mid-2016.

It may be the case that the current ESGF architecture will be enhanced and expanded over this period, so that
any CESM CMIP6 simulaƟons will remain resident at their host sites, without the need to transfer large volumes
to model data to NCAR or between the sites.

13.5 Beyond 5 years

See Table 13.2.

13.6 Network and Data Architecture

The CESM project as a whole may parƟcipate in future Big Data iniƟaƟves, but has not unƟl this Ɵme.1

1The current CESM Data Management and Data DistribuƟon Plan is available at http://www.cesm.ucar.edu/management/docs/
data.mgt.plan.2011.pdf.

92

http://www.cesm.ucar.edu/management/docs/data.mgt.plan.2011.pdf
http://www.cesm.ucar.edu/management/docs/data.mgt.plan.2011.pdf


13.7 CollaboraƟon Tools

The weekly meeƟng of the DOE-UCAR CA team uses Readytalk’s services for remote collaborator call-ins, as well
as sharing the desktop of the meeƟng convener. Skype is used on occasion to collaborate with colleagues located
at remote locaƟons. It is not anƟcipated that these pracƟces will change.

13.8 Data, Workflow, Middleware Tools and Services

The most significant change to current DOE-UCAR CA pracƟces will be the nearly complete re-engineering of
the CESM workflow, to enable the creaƟon of single-field Ɵmeseries format data as the simulaƟon is ongoing.
This will enable the global user community to have easier and more efficient access to CESM results. The DOE-
UCAR CA and CESMwill conƟnue to rely on Globus, the ESGF and ESG and their follow-on projects to publish and
deliver model output to the user community. Other projects may be incorporated into the ESGF to enable data
format changes (to other binary formats, from netCDF to GIS-compaƟble formats, for example) and the ability to
extract, subset, and addiƟonally process the model results. Whatever tools ESG and/or ESGF make available will
be exploited by the DOE-UCAR CA.
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Table 13.2: The following table summarizes data needs and networking requirements for the DOE-UCAR CA.

NCAR-­‐Wyoming	
  
Supercomputing	
  
Center	
  (NWSC),	
  
hosting	
  yellowstone

Experimental	
  design	
  
created

File	
  size	
  varies	
  from	
  
10	
  MB	
  to	
  200	
  GB

National	
  Energy	
  
Research	
  
Supercomputing	
  
Center	
  hosting	
  hopper	
  
and	
  edison

Necessary	
  resources	
  
applied	
  for	
  and	
  
allocated

Total	
  volume	
  for	
  
simulation	
  ranges	
  
from	
  10s	
  GB	
  to	
  10s	
  
TB

Argonne	
  National	
  Labs	
  
hosting	
  mira Simulation	
  completed

CESM	
  version	
  1 Postprocessing	
  and	
  
diagnostics	
  completed

Highly	
  “bursty”	
  
depending	
  on	
  
scientific	
  need

Highly	
  “bursty”	
  
depending	
  on	
  
scientific	
  need

Globus	
  	
  Online	
  for	
  data	
  
transfer Papers	
  written

netCDF	
  files	
  of	
  size	
  
100s	
  MB	
  to	
  100s	
  GB,	
  
number	
  100-­‐10000	
  
per	
  simulation

Globus	
  Online	
  
endpoint	
  in	
  CISL

ESG	
  and	
  ESGF	
  for	
  data	
  
distribution

Data	
  published	
  into	
  
ESG	
  or	
  ESGF

Upgrade	
  to	
  
yellowstone

File	
  size	
  varies	
  from	
  
100	
  MB	
  to	
  200	
  GB

Upgrade	
  at	
  NERSC

Total	
  volume	
  for	
  
simulation	
  ranges	
  
from	
  10s	
  GB	
  to	
  100s	
  
TB

Upgrade	
  at	
  ANL

CESM	
  version	
  2 netCDF	
  files	
  of	
  size	
  1s	
  
GB	
  to	
  1s	
  TB

Highly	
  “bursty”	
  
depending	
  on	
  
scientific	
  need

Highly	
  “bursty”	
  
depending	
  on	
  
scientific	
  need

CMIP6
Number	
  100-­‐10000	
  
per	
  simulation

Globus	
  Online	
  
endpoint

Upgrade	
  to	
  
yellowstone

File	
  size	
  varies	
  from	
  
10s	
  GB	
  to	
  10s	
  TB

Upgrade	
  at	
  NERSC	
  ?

Total	
  volume	
  for	
  
simulation	
  ranges	
  
from	
  100s	
  GB	
  to	
  100s	
  
TB

Upgrade	
  at	
  ANL	
  ?

CESM	
  version	
  2+ netCDF	
  files	
  of	
  size	
  
10s	
  GB	
  to	
  10s	
  TB

Highly	
  “bursty”	
  
depending	
  on	
  
scientific	
  need

Highly	
  “bursty”	
  
depending	
  on	
  
scientific	
  need

CMIP7?
Number	
  100-­‐10000	
  
per	
  simulation

Globus	
  Online	
  
endpoint

5+	
  years

·	
  	
  	
  What	
  is	
  the	
  strategic	
  
direction	
  for	
  data	
  flow,	
  
science	
  process,	
  etc.?

Better	
  than	
  50	
  
Gbit/s

Sustainable	
  rate	
  via	
  
Globus	
  Online	
  of	
  
about	
  50-­‐100	
  Gbit/s

0-­‐2	
  years

Better	
  than	
  1	
  Gbit/s
Sustainable	
  rate	
  via	
  
Globus	
  Online	
  of	
  
about	
  1-­‐10	
  Gbit/s

2-­‐5	
  years

Workflow	
  re-­‐
engineering	
  completed	
  
and	
  model	
  writing	
  
timeseries	
  format	
  
natively	
  Autopublishin
g	
  of	
  model	
  output	
  to	
  
ESG/ESGF

Better	
  than	
  10	
  
Gbit/s

Sustainable	
  rate	
  via	
  
Globus	
  Online	
  of	
  
about	
  10-­‐20	
  Gbit/s

Key	
  Science	
  Drivers Anticipated	
  Network	
  Needs

Instruments,	
  
Software,	
  and	
  
Facilities

Process	
  of	
  Science Data	
  Set	
  Size Local-­‐Area	
  
Transfer	
  Time	
  

Wide-­‐Area	
  
Transfer	
  Time	
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