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Executive Summary

ESnet and its predecessors in the U.S.
Department of Energy (DOE) have provided
leading-edge networking for DOE missions
since the emergence of wide-area network-
ing. The evolution of scientific modeling and
experimental science, combined with state-
of-the-art computing technologies, has
increased the reliance of the scientific
community on advanced networking
bandwidth and services. In fact, without the
capabilities of ESnet, the scientific mission
of the DOE could not be achieved.

Over the years, we have seen vast advances
in available network bandwidth and services,
as well as the emergence of the global
Internet, which is modeled on ESnet and
other Internet pioneers. The constant amid
all'this change has been the presence of
mission-driven requirements for advanced
networking capabilities not available from
the commaodity market. The most demand-
ing requirements have come from DOE’s
science programs in.\what is now the Office
of Science, although several other parts of
the Department have found ESnet to be
important in their work.

New capabilities and services developed for
ESnet support new scientific.opportunities
and help DOE science provide the best return
on taxpayer investment. ESnet has proved
to'be truly an enabling technology and
service that has enhanced the capabilities
and successes of DOE's science programs
across the board. The following are some
examples, which are described in more
detail in this program plan.

+ [nstant communications and the ability
to confer quickly about large data sets
have enabled High Energy Fhysics to
mount broad collaborations that unify
the best experts around the world, for
example, to find the top quark,
discover neutrino mass; and search
for the Higgs boson.

» The extremely capable network and
the collaboratory services of ESnet
have enabled Basic Energy Sciences
to provide broad access to specialized
instruments, such as microscopes and
synchrotron light sources. The

availability of these instruments has
increased the speed and significance
of discoveries in this program.

* By providing a means to link the
control rooms of major fusion experi-
ments to remote researchers via
streaming audiovisual and high-
performance data links, ESnet enables
these experiments to operate as
shared national facilities.

+ Progress in networking bandwidth,
tools, and middleware has enabled
(and is motivated by) computing and
computational sciences to advance
scientific computing tools at an
unprecedented rate,

In'this program plan, we:lay out the require-
ments of the programs that rely on EShet
and describe our plans for meeting these
requirements during the next three years.

It is important to note that in the fast-
changing world of science and technology,
no program can describe with precision
what it will need even three years from now:
So an overarching requirement from all the
programs is that ESnet must be flexible
and adaptable to meet emerging needs.

ESnet will use two strategies to meet the
challenge of evolving requirements. First,
we will continue our uniquely successful
tradition of user-level committees that
provide input on all aspects of ESnet. There
are how three such committees:

+ ESnet Steering Committee (ESSC),
which defines requirements for ESnet
and gives it general guidance,

+ ESnet Coordinating Committee (ESCC),
which provides technical expertise
and liaison with the ESnet sites.

+ ESnet Research Support Committee
(ESRSC), a new committee established
in 2000, which coordinates the use of
advanced ESnet resources to support
high-performance network research
and testing.

Second, results of new computing research
will be rapidly incorporated into the opera-
tional'network. This approach is particularly
important because the network services

envisaged in scientific research plans are

so advanced that the technological path for
providing them has yet to be defined. Most
of the fields represented in this program plan
indicate a need for “grids.” These range from
now-emerging computational grids needed
by computationally intensive fields (e.g.,
molecular orbital calculations and many.
modeling and simulation tasks) to the
proposed virtual data grids needed by
data-intensive fields (e.g., collider detectors
and atmospheric measurements),

Meeting these requirements will take a
challenging interplay among the operation
of the production network, computing and
network research, and testing and deploy-
ment of new capabilities on a rapid schedule.
Close contact with the research and technical
communities is essential. Chapter 2 of this
program plan describes several other
emerging technologies that will be important
to supporting future DOE research.

Continuation of the indispensable benefits
of ESnet to the DOE programs will depend
on efforts in the following areas and will
require continued increases in funding of
roughly $1.5 million to $2 million a year,

« ESnet will need to expand performance
levels to'meet the expanding program
requirements, Network rate capability
is-.expected to need exponential growth
of a factor of two per year, on the
basis of past experience and program-
matic predictions.

« ESnet must also expand and enhance
the services that allow program-
matic users to use the network for
collaboration.

» Finally, because most programs are
relying on grid-type distribution of
computing and data resources for the
next advance in their research, ESnet
will need to work closely with the
research and development projects
aimed at creating these capabilities.
In'this regard, the new focus on ESnet
testbeds and other uses of the network
to support research in network
capabilities will be vital to the future
success of ESnet and DOE,
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ESnet Plan — Chapter 1

The Energy Sciences Network, or ESnet, is a high-speed data communications
network serving thousands of U.S. Department of Energy (DOE) scientists and their
collaborators worldwide. A pioneer in providing high-bandwidth, reliable network
services, ESnet gives researchers at national laboratories, universities, and other
institutions the collaborative capabilities needed to address some of the world’s
most important scientific challenges (http://www.es.net/).

DOE has been using advanced networking to enhance its research activities since the
mid-1970s (see pages 13-15). Leading-edge networking capabilities are adopted—or
developed—to provide the “network of to morrow.” Today, commodity networking

is part of everyday life around the world, but the need for advanced networking to
support the Department’s mission has also grown. ESnet will continue to provide
high-performance, advanced services in a reliable, cost-effective manner to the DOE
science community.

As a mission-oriented effort, ESnet is organized to provide the best possible net-
working for DOE programs. Many of the participating DOE programs rely funda-
mentally on the capabilities of the network to enable their research functions. For
them, advances in network capabilities translate directly into advances in research
capabilities—rate of progress, access to instruments, better insights, more efficient
use of time for researchers and for instruments—all of which can be summarized as
research enhancement.

This vital connection has led ESnet to pursue the following goals, the implementation
of which is described in this program plan:
« Reliable, production-quality network services with capabilities based on leading-
edge technology.
+ Close coupling to the Department’s programmatic requirements.
+ Ongoing improvements in network services and related applications targeted
at the rapidly evolving and growing needs of the programs.
+ Highly leveraged interaction and coordination with ESnet sites to optimize
service, performance, and resources.
Effective interagency and international coordination and cooperation.




| | i i The Network
ESnet provides advanced computer networking for the DOE science mission and
other DOE missions. Managed and operated by the ESnet staff at Lawrence Berkeley ﬂt a/\gm

National Laboratory, ESnet currently provides direct connections to more than

30 major DOE sites at speeds up to 622 megabits per second (Mbps). Connectivity to
the global Internet is maintained through interconnection (“peering”) arrangements
with more than 100 other Internet service providers.

KEK Singapore
/' Russia |srael
NL  Talwan
China Ganada Nordunet Germany

3 DANTE
T C \
France CERN ITALY

ESnet connectivity
as of summer
2000, showing
asynchronous
transfer mode
(ATM) links

Funded principally by DOE’s Office of Science, ESnet allows DOE scientists to use
unique DOE research facilities and computing resources independent of time and
location with state-of-the-art performance levels. ESnet supports science in ways
that extend from the mundane, such as communication via e-mail, to the data- and
bandwidth-intensive, such as rapid distribution of enormous volumes of physics data
to researchers around the world. Beyond data transfer, ESnet provides capabilities
that are truly amazing, such as “telepresence” and remote operation of equipment,
in which physically separate groups interact with each other and with unique instru-
ments as if they were in the same room.

9
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* The ESnet Coordinating Committee (ESCC) deals with the associated technical
issues affecting the sites and the backbone.
* The ESnet Research Support Committee (ESRSC) deals with the requirements
and technical issues related to ESnet testbed activities.
These three committees sponsor special-interest task forces and working groups that
study issues, establish consensus, and share recommendations and information.

An essential element of DOE research is collaboration among teams of researchers
located around the world. ESnet enhances the effectiveness of these scientists’ work
by providing a rich interconnectivity to the “outside” world. The network includes
interconnections to many other U.S. networks, as well as several direct connections
to international sites and networks. A recent emphasis has been enhancing
interconnectivity to U.S. universities with “peering” interconnects to Abilene

(the Internet2 backbone network) at speeds up to OC-12 (622 Mbps).

S = LA I N e M T sy L e )

The user-driven, collaborative framework of ESnet, with its ongoing combination of ﬁ%WCh/
reliable services coupled with state-of-the-art capabilities, uniquely positions it to
contribute to the development of leading-edge technologies. ESnet is also strategi-
cally positioned to participate in interagency, national, and international research

and development (R&D) projects. Specific areas of current research and advanced
technology include Internet protocol (IP) version 6 (IPv6), asynchronous transfer mode
(ATM), streaming video, multicasting, virtual private networks, dense wave division
multiplexing (DWDM), and IP differentiated services.

11
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Remote collaboration and experimentation speeds development of thin-film technologies
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and spectroscopy of thin films (see
figure). Scientists can now control the
growth of thin films and characterize
these materials at the atomic level, and
as a result they can produce tailor-made
complex nanostructures with properties
not found in nature. Researchers are
using these novel materials to answer
fundamental scientific questions and to
provide society with new technologies
that offer a better quality of life.
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This image is from a study of the way magnetic domains in & thin film
are influenced by its artificially tailored microstructures (for details, see
http://tom.ame.anl.gov/mme/Pubs/NanoMagnet/NanoMagnetic1.html).

The ESnet Project provides additional services, beyond those mentioned above, to
support the research efforts in DOE. The flagship effort in this area is the ESnet digital
collaboration services, or DCS. The DCS is a collection of collaboration services and
tools brought together in an integrated manner and designed for ease of use. The
tools include a multi-point control unit for videoconferencing among several partici-
pants, an audio bridge, and a data conferencing tool. All components can be reserved
via a Web-based reservation tool, and they can be combined in ways that enhance the
effectiveness of each one. For example, a user can reserve both the control unit and
the audio bridge for a videoconference. With this arrangement, a researcher who is
traveling and does not have access to video equipment, for example, can still partici-
pate in the conference by voice.

12
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Science and technology research within DOE involves a variety of analysis, modeling,
simulation, and prediction activities based on both experimental and simulation data
sets. The Mathematics, Information, and Computational Sciences (MICS) program
supports these activities through advanced fundamental research in applied math-
ematics and computer science, concentrating on areas that are essential to the work
of DOE researchers and technologists. MICS also operates high-performance comput-
ing, networking, and related capabilities for the DOE research community in general.
These facilities collectively provide opportunities both to develop technology at scale
and to make new technologies available to researchers in a timely fashion. ESnet,
operated by MICS, is central to this technology creation and early deployment pipeline.

The MICS program also operates advanced computing research facilities that support
computational science and engineering and provide an environment for creating and
proving new computing, information, and communications technologies. These
facilities are located at

+ Argonne National Laboratory (Mathematics and Computer Science Division).

+ Lawrence Berkeley National Laboratory (National Energy Research Scientific

Computing Center).
« Los Alamos National Laboratory (Advanced Computer Laboratory).
« Oak Ridge National Laboratory.

The computational tools and technologies that are available to energy researchers
continue to improve at tremendous rates. During the 1980s, computing power
available to researchers increased by three orders of magnitude. The 1990s brought
even greater improvements. In 1992, a “supercomputer” in DOE was measured in
gigaflops: a $35-million, 1024-processor CM-5 was capable of 130 gigaflops. By
contrast, in 2001 it is possible to build a system with the same 130 gigaflops and
advanced graphics capabilities (the CM-5 had none) for under $500,000 using com-
modity technologies. In addition, the 2001 system would have over 100 times as
much storage capacity.

During that period, the cost-to-performance ratio for processing improved by a factor
of 100. At the same time, networking, storage, display, and memory technologies
improved by factors of 50 to 500. This extraordinary rate of improvement represents
both opportunity and challenge, and the research and development (R&D) thrusts in
MICS are aimed squarely at exploiting these improvements to provide better tools for
energy researchers.





















The CorridorOne Project: Computational steering for data-intensive applications

CorridorOne combines the forces of six
leading-edge laboratory and university
groups working in the areas of visualiza-
tion, distributed computing, and high-
performance networking. The
CorridorOne team is attempting to
develop the most advanced integrated
distance visualization environment for
large-scale scientific visualization. The
technology will be demonstrated in
applications that are critical to DOE’s
science programs and Accelerated
Strategic Computing Initiative (ASCI).

Strategy. The strategy for this project
builds on the success of the teams that
produced the I-WAY, Computational
Grids, the award-winning GUSTO
testbed, and CAVE display technology.
This expertise will be expanded by
adding the work of teams that have
developed the fastest parallel visualiza-
tion systems and the most widely used
networking infrastructure for multicast
and distributed media.

Key Activities. The CorridorOne team
will prototype and demonstrate a six-
way multi-point distance visualization
corridor built on top of a state-of-the-art
Grid fabric. The corridor will be used to
experiment with and demonstrate a
variety of high-performance remote
visualization technologies on challeng-
ing applications. CorridorOne is working
directly with a number of ASCI applica-
tions. Large-scale data sets, such as
modeling data from climate, fusion,
and combustion research, are driving
the development of CorridorOne.

The team is working closely with groups
supported by DOE, NSF, and NASA to
deploy Grid services at the CorridorOne
sites. CorridorOne is also developing
network technologies, such as differenti-
ated network services, multi-domain
authentication and resource brokering
services, adaptive network APls

(application programming interfaces),
and high-performance transport
protocols, to support existing large-
scale visualization tasks.

CorridorOne Focus Areas

Grid middleware and advanced
networking—Accelerating deployment
of Grid middleware services to the
CorridorOne sites and developing
Grid infrastructure and middleware
technology to provide requirements
and feedback on capabilities needed
to support distance visualization.

Distributed visualization and data
manipulation—Exploring technologies
aimed at both reducing the amount

of data that needs to be transmitted
across the network to accomplish
some visualization task (e.g., raw data,
geometry, and images) and reducing
the latency for interaction and
navigation through large data sets
(e.g., progressive refinement,
multi-resolution, and feature-to-
feature navigation).

Distributed collaboration and display
environments—Enabling researchers
from multiple locations to interpret
and understand the results of large-
scale calculations.

Systems architecture, software frame-
works, and tool integration—Developing
a high-level systems architecture that
can support the divergent needs of both
a stable software base for experimenta-
tion and applications development, as
well as a more fluid environment for
exploring new concepts.

Applications liaison, experimental design,
and evaluation—Providing test data and
users (from six application groups) that
span domains of interest to DOE.

CorridorOne Project Participants
Argonne National Laboratory
Lawrence Berkeley National Laboratory
Los Alamos National Laboratory
Princeton University

University of lllinois at Chicago
University of Utah

Data courtesy.of M. Wheeler and M. Peszynska, University of Texas

Image of 10 isosurfaces of oil concentration in production oil wells (yellow) and
injection wells (blue) computed on a commodity cluster using the Visualization Toolkit
and associated extensions
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The mission of DOE’s Defense Programs (DP) is to ensure the safety, reliability,

and performance of nuclear weapons without underground nuclear testing
(http://www.dp.doe.gov/dp_web/). DP provides an infrastructure and the intellectual
capability to maintain the nuclear weapons stockpile, including replacing limited-life
components and assuring an adequate supply of tritium. DP also provides the ability
to reconstitute underground nuclear testing and nuclear weapons production capa-
bilities as required to meet future national security requirements.

DP has begun developing technologies in support of its national security mission under
requirements of the Comprehensive Test Ban Treaty (CTBT). This mission is to ensure
the performance, safety, and reliability of the nuclear stockpile, while adhering to the
“zero-yield” provisions of the CTBT. DP is bringing about a new era of science-based
stockpile stewardship based on advanced modeling and simulation methods, comple-
mented by aboveground experiments and validated against historical test data.

Future weapon assessments must rely on the judgments of technical personnel
increasingly removed in time and experience from nuclear testing. This will require
continual enhancement of computational technology for simulation and modeling. In
particular, the Accelerated Strategic Computing Initiative (ASCI) was established as a
critical element in allowing stockpile stewardship to shift promptly from test-based to
science-based assessment methods. It will result in advanced computational capabili-
ties essential for successful stewardship. For example, new three-dimensional
applications using more detailed physics are being created. The data produced by
these models will vastly exceed today’s data sets in both quantity and complexity
and will require innovative approaches to data analysis and data assimilation.

The ASCI program is executed at Lawrence Livermore National Laboratory, Los
Alamos National Laboratory, and Sandia National Laboratories with supporting
research at five University Alliance Centers: California Institute of Technology,
Stanford University, University of Utah, University of lllinois, and University of
Chicago. Manufacturing facilities are located at Oak Ridge National Laboratory,
Pantex, Allied Signal, and Savannah River.

ASCl employs five strategies to achieve its objectives:
+ Create seamless management: one program, three laboratories.
+ Focus on advanced applications development.
+ Focus on the high end of computing.
+ Create problem-solving environments.
« Encourage strategic alliances and collaborations.

104
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The Office of the DOE Chief Information Officer (CIO) develops the overall information
technology policy under which DOE operates (http.//cio.doe.gov/). The Office of the
CIO also coordinates planning for major information technology investments by the
Department. As a representative of the Department as a whole, the CIO seeks to
develop infrastructure, processes, and services that will help a wide range of DOE
programs meet their mission objectives and that will support DOE energy strategies
and the national interest.

DOE manages a comprehensive collaborative effort to improve nuclear safety at
Soviet-designed nuclear power plants in nine partnering countries. In addition to
these nine host countries, the G-7 nations and many international organizations

collaborate on this effort.

The principal goals of this International Nuclear Safety Program (INSP) are to improve
safety and reduce risks by

» Improving physical operating conditions.

« Installing safety equipment.

» Developing improved safety procedures.

« Establishing regional centers for training reactor personnel.

« Installing simulators for training control room operators.

« Conducting in-depth safety assessments.

+ Developing institutional and regulatory frameworks.

« Addressing the extraordinary problems at Chornobyl.

For more than a decade, the world community has worked to assess the long-term
effects of the 1986 disaster at Chornobyl, including its economic, environmental, and
health impacts. To focus these efforts, Ukrainian President Leonid Kuchma estab-
lished the Chornobyl Center for Nuclear Safety, Radioactive Waste, and Radioecology
in 1996. The Center’s primary technical branch, the Slavutych Laboratory for Interna-
tional Research and Technology, is 40 kilometers northeast of the Chornobyl Nuclear
Power Plant, in the city of Slavutych.

To facilitate communications, DOE has worked with Ukraine to establish a reliable,
high-speed satellite link that enables transmission and reception of voice, facsimile,
Internet, and videoconferencing data. The satellite link terminates at Pacific Northwest
National Laboratory, where it interfaces with ESnet. ESnet provides the connectivity
to the DOE laboratories and other sites in support of INSP initiatives.



Photo courtesy of National Aeronautics & Space Administration

The DOE Office of Counterintelligence (DOE-CN) maintains equipment and systems
specifically designed to support its counterintelligence mission. This office works

with the Federal Bureau of Investigation (FBI) and contributes cyber threat information
to the National Infrastructure Protection Center (NIPC) so these organizations can
better protect the critical national infrastructures as defined in Presidential Decision
Directive (PDD) 63.

In this work, ESnet is used to send information from DOE sites to analysis facilities and
then to the NIPC at the FBI. As a result, ESnet will play an important role in providing
the means to better protect critical national infrastructures from cyber threats.

Scientists now depend on reliable
and secure global communications
in their daily work
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The control room of the Large Helical Device (Toki, Japan), the largest fusion energy
experiment of its type and an important focus of collaborative computing
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In the next stage, cross-disciplinary collaboratories will arise to address complex
interdisciplinary problems related to DOE's missions, for example, collective
phenomena, environmental remediation, “green” energy systems, cellular response,
nanotechnology, and carbon management, to name just a few. Experience with
these collaboratories will lead to novel uses not envisioned previously. Collaboration
capabilities will also fuse with application user interfaces and problem-solving
environments to create integrated science environments with built-in collaboration
capabilities. Hence, during the next five years, collaboration technologies will move
from the cutting edge to a core network and application requirement for competitive

—E 7 e 1o

Virtual Nuclear Magnetic Resonance Facility at PNNL's Environmental Molecular
Sciences Laboratory (http//mwww.emsl.pnl.gov:2080/docs/collab/EMSLVNMRF.html).
The facility allows remote researchers to run spectrometers, consult with staff, and
share notes and data, all via the Internet. It is based on tools developed for DOE's
national collaboratories program.
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Focus areas for network R&D to support ESnet

To maintain its status as a leading-edge
provider of network services, ESnet will
support three major thrusts in network
research and development.

Evaluate and deploy new wide-area and
local-area network technologies. The
explosive growth in optical networking
technologies is rapidly changing

how wide-area networks (WANs) are
designed and deployed. The major
impact on ESnet will be the replacement
of its ATM backbone with new network
technologies based on the packet-over-
SONET (POS) approach. To accomplish
this technology shift, ESnet will experi-
ment with POS and other possible WAN
technologies (e.g., multi-protocol label
switching [MPLS]). ESnet staff also need
to participate in the design and develop-
ment of new routing and forwarding
protocols being developed by the
Internet Engineering Task Force (IETF).

In the local-area network (LAN) environ-
ment, rapid changes are also occurring.
Standards for 1 Gbps and 10 Gbps
Ethernet switching technologies are
being developed by the Institute of
Electrical and Electronics Engineers
(IEEE). While ESnet does not directly
support these LANSs, its staff must
understand the emerging technologies
and ensure that WAN capacities match
those of the new LANs. ESnet needs to
monitor the work being done by IEEE
to determine how these emerging
standards will affect DOE applications.

46
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In addition, ESnet staff and networking
staff at the laboratories must work with
vendors to conduct advanced deploy-
ment tests of these technologies.

Create and deploy improved versions

of current network technologies and
services. Results from recent quality-of-
service (QoS) experiments have shown
that ESnet routers can be configured to
support the emerging IETF differentiated
services technology standards. By using
this tech-nology, sites are able to indicate
the relative priority of a packet without
the need for explicit signaling between
site routers and ESnet routers. ESnet staff
members need to continue to be involved
in these experiments to determine when
and how to deploy these technologies in
production ESnet services.

Another set of experiments has uncov-
ered serious performance problems that
exist in today’s netwark applications and
protocols, These problems range from
the misconfiguration of network devices
(i.e., hosts, routers, and switches) to
interactions among multiple protocols.
To.address these problems, DOE
researchers are creating end-to-end
measurement tools and components
that can be used to determine what
specific.problems exist. The ESnet
testbed provides a unique national
backbone infrastructure that allows
these tools to gather information on

the operation of core network routers,
Analysis tools can then be used to

correlate events from multiple locations.
The results will help users tune applica-
tions for best performance and help
network managers tune parameters
and monitor traffic flowing through
network switches and routers. ESnet
staff members, working with the users,
can monitor these end-to-end experi-
ments to understand how the demands
of an application affect the operation

of the network.

Conduct horizontal and vertical integra-
tion efforts to identify problems in
multi-domain and multi-community
environments. In the distributed
computing environment of which ESnet
is a part, each domain (i.e., lab, univer-
sity, or backbone network) maintains
control of its own network resources
(i.e., links, switches, and routers). ESnet
staff members are involved in inter-
domain working groups. (i.e., IETF) to
identify potential problems and propose
possible solutions: ESnet is not a simple
“bit pipe” that blindly moves data from
one location to another but rather
provides routers and switches that are
active components of the environment.
Future services (e.g., QoS) will make
ESnet an even more complex and active
component in future distributed comput-
ing environments. To address this
complexity, ESnet staff must work with
network researchers, middleware and
application developers, and end users to
understand how applications operate in
this complex environment,
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The HEP groups at laboratories and universities require reliable, universal
connectivity among themselves. At the same time, the importance of access to
major experiments and databases at Fermilab, SLAC, BNL, CERN, DESY, KEK, and
the Chinese Institute for High Energy Physics (IHEP) creates a requirement for higher
bandwidth connections to those sites. A major task of the ESnet program to date has
been providing advanced networking between major DOE national laboratories and
some university sites with large DOE research programs. In the last few years, the
growth of the World Wide Web and the lack of a smoothly functioning general
Internet service have led to serious deterioration of connectivity for the DOE univer-
sity researchers who are not directly connected to ESnet and the DOE national
laboratories. New initiatives such as the very high speed Backbone Network Service
(vBNS), the Next Generation Internet, and Internet2 will attempt to provide the
improved connectivity so much needed by the university researchers. However,
ESnet will have to provide assistance when these efforts do not meet specific needs.

As noted above, HEP requires fully capable network connections not only between
each of the participating institutions and each of the experimental sites but also
among all of the participating institutions. The following are the major networking
requirements of the HEP domestic program:
. Continue to upgrade and strengthen connectivity between major HEP labs and
other sites.
+ Continue to monitor network performance between HEP researchers in DOE labs,
foreign labs, and universities.
. Continue to assist in solving networking problems between HEP labs, universi-
ties, and foreign labs.
. Coordinate connectivity between ESnet and future domestic networks to
optimize the networking required by the university HEP researchers to reach
the DOE labs.

Because the HEP field and its collaborations are highly international in scope, con-
nections to maijor locations in Europe and Japan need to be as good as domestic
connections. The fact that they are not so today clearly limits the efficiency and
productivity of present HEP collaborations. The major requirements for international
links during the next five years are shown in the table.

B

International Connectivity Required for HEP B

Destination Current 5 Years
CERN, Geneva, Switzerland' 155 Mbps 1,000 Mbps
DESY, Hamburg, Germany 45 155
Other sites in Europe 45 155

KEK, Tsukuba, Japan (and other sites in Japan) 10 100

IHEP, Beijing, China (and other HEP institutes in China) 1.5 5

Key institutes in Mexico, Brazil, and Argentina? 1.5 5
Moscow region in Russia® 1 5

1 Steady growth as the LHC nears completion.

2 With connectivity to other parts of Central and South America.

3 Joint Institute for Nuclear Research (JINR) in Dubna, the Institute for High Energy Physics (IHEP) in
Protvino, and other points. Connectivity is also needed to institutes in St. Petersburg and Novosibirsk

and to institutes and universities throughout Russia and other former Soviet republics.

Soudan Q

Duluth

Madison
=]

The MINOS experiment will send a
beam of neutrinos through the earth
from Fermilab in lllinois to the Tower-
Soudan mine in northern Minnesota in
order to make precise measurements
of the very small neutrino masses
(http://vvvvvv.hep.an/.gov/ndk/hyperfexz‘/
numi.html)
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Initiatives in which HEP has collaborated with related fields (nuclear physics, particle
astrophysics, experimental cosmology) have recently identified virtual data grids
(VDGs) as the preferred technical direction for providing access to multi-petabyte data
sets by geographically distributed collaborations. Such grids would extend current
developments in computational grids. In planning documents prepared for experi-
mental collaborations and in proposals to DOE and NSF, these grids are envisioned
as a multi-level hierarchy of distributed servers (both for data and for computation)
that provide transparent access to both raw and derived data. They would be used
by physicists working to extract answers from experimental data. This vision and the
initial proof-of-concept work both depend heavily on high-speed, reliable networks.
Since the collaborations are international, increased stress will be placed on smooth
connections with international links. One of the challenges of the developing VDGs
will be to provide strategies for data caching and delivery when transoceanic links
are likely to lag behind the performance of land-based links.

"

Networking support is a critical requirement in all phases of HEP research, both
experimental and theoretical. Prompt network access, adequate bandwidth, and
essential network services are fundamental requirements for all HEP researchers.
In addition, ESnet needs sufficient network management resources to prevent
interrupted or inadequate service. A crucial role for management is to forecast
requirements well enough, based on input from the ESnet Steering Committee and
other sources of information on the evolution of DOE programs, to provide improved
performance and connectivity by the time they are needed. Such planning should
also take into account the delays that may be encountered in deployment once
orders are placed. Finally, it is crucial for management to keep in mind that the
growth in demand for network services is fueled by the emergence of qualitatively

new capabilities as well as by quantitative increases in usage of existing capabilities.

53
Chapter 3 — High Energy Physics



Photo courtesy of Institute for Cosmic Ray Research, University of Tokyo

Photo of the Super-Kamiokande
underground detector under construction
and drawing of the completed detector
with access tunnels (htto://
www.phys.washington.edu/~superk/)

Super Kamiokande underground detector

Researchers using the Super
Kamiokande (known as Super-K)
detector electrified the physics world
during the last two years with their
announcement of strong evidence for
the phenomenon of neutrino oscilla-
tions. Such oscillations could only occur
if neutrinos have mass. Previously, in
the standard model of particle physics,
neutrinos have always been assumed
to have no rest mass. The discovery of
neutrino mass is interesting not only

as new knowledge about somewhat
mysterious particles, but also because it
could explain why the universe appears
to contain at least 10 times more “dark”
(unobservable) matter than luminous
matter such as stars and galaxies.

The detector consists of an inner volume
and an outer volume that contain 32,000
tons and 18,000 tons of pure water,
respectively. The outer volume shields
the inner detector against entering
cosmic ray muons and radiation emitted
by the surrounding rock and walls. The
inner detector has 11,200 photomulti-
plier tubes (PMTs) that are attached to
the bottom, top, and sides and face
inward. The PMTs collect the pale blue
light (called Cerenkov light) that is
emitted by particles traveling as fast as
light through the water. By measuring

lllustration courtesy of Institute for Cosmic Ray Research, University of Tokyo
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the direction and intensity of this light,
information about particle interactions
(such as neutrino interactions or proton
decay) can be determined.

The neutrinos from which oscillations
have been inferred were produced. in
the atmosphere by primary cosmic rays.
Super-K can also observe neutrinos
produced in stars, including those from
the sun (which carry information about
the nuclear reactions that power the
sun) and those created when more
distant stars explode as supernovae.

There are four kinds of forces in nature
by which particles can interact: the
strong, weak, electromagnetic, and
gravitational forces. The electroweak
theory that unifies the electromagnetic ‘
force and the weak force has already
been established. The next step of
elementary particle physics is to
establish the Grand Unified Theories
that unify the strong, weak, and electro-
magnetic forces. The Grand Unified
Theories predict that protons, the basic
constituent of matter, decay. They also
predict the existence of monopoles,
elementary particles that weigh as
much as bacteria. Researchers are
using Super-K to study the Grand
Unified Theories experimentally by
seeking proton decay and monopoles.

The Super-K detector is located in a
working mine at the heart of a mountain
in central Japan. It is operated and used
for physics studies by an international
collaboration with members from four
countries. The largest contingents,
however, are first from Japan and

then from the United States, which is
represented by several institutions from
across the continental United States and

from Havvail: EGNGt and /to 0(7/7[7(7(7[/0/7J

to Japan and Europé are .Vité/ 10 me ,’
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The Nuclear Physics program within the Office of Science seeks to understand the
structure and interactions of atomic nuclei, as well as the fundamental forces and
particles of nature, as manifested in nuclear matter (http;/www.er.doe.gov/production/
henp/np/overview/overview.html). It encompasses both large and small experimental
facilities for studies in medium energy, heavy ion, and low energy nuclear physics,
plus complementary research in nuclear theory.

Medium energy nuclear physics. This program is aimed at understanding the struc-
ture of the atomic nucleus in terms of quarks and gluons (the constituents of nuclei),
and the strong force (which ties them together). Unraveling the mysteries of their
interactions requires a sensitive probe, typically an energetic beam of protons,
electrons, or photons.

The most intense such probe is at the Thomas Jefferson National Accelerator Facility
(Jefferson Lab; see http://www.jlab.org/), which operates a 5.5-GeV electron accelerator
capable of simultaneously supporting three experimental halls with a high-current,
low-emittance continuous wave beam. Lower-energy machines include the Bates
Linear Accelerator at the Massachusetts Institute of Technology (MIT) and the
Alternating Gradient Synchrotron (AGS) at Brookhaven National Laboratory. DOE
researchers in this field also participate in experiments conducted at the DESY
accelerator (Hamburg, Germany).

Heavy ion nuclear physics. Researchers in this program seek to understand the
properties and dynamic behavior of atomic nuclei and nuclear matter over the wide
range of conditions created in nucleus-nucleus collisions. The program covers a
range from low-energy, highly deformed (high spin) nuclei to extremely high energies
aimed at observing a predicted form of matter called the quark-gluon plasma.

Two major projects in this area are the experiments known as STAR and PHENIX
(see page 55) at the Relativistic Heavy lon Collider (RHIC) at Brookhaven National
Laboratory (http.//www.rhic.bnl.gov/). RHIC also hosts two experiments of more
modest size, BRAHMS and PHOBOS, which explore specific facets of heavy ion
collisions. Finally, the pp2pp experiment will make use of the RHIC accelerator to
study polarized proton interactions.

Heavy ions are used at the Argonne Tandem-Linear Accelerator System (ATLAS)
facility at Argonne National Laboratory (http://www.phy.anl.gov/atlas/) to study highly
deformed nuclei. The 88-inch cyclotron at Lawrence Berkeley National Laboratory
(http://www.lbi.gov/) and smaller machines at Texas A&M University, the University
of Washington, and Yale University round out this research program.

Low energy nuclear physics. This program explores the structure of nuclei, nuclear
reaction mechanisms, and experimental tests of fundamental symmetries.

The Holifield Radioactive lon Beam Facility at Oak Ridge National Laboratory
(http://www.ornl.gov/) provides experimental data as input to refined astrophysical
calculations. U.S. researchers are also partnering with Canadian scientists at the
Sudbury Neutrino Observatory, where measurements of solar neutrino fluxes
relevant to the question of whether neutrinos have mass are anticipated in FY 2001.



Nuclear Theory. The nuclear theory program seeks to provide insight into the
observed behavior of atomic nuclei, under a wide range of conditions, particularly
those covered by the experimental programs described above. Nuclear theorists from
within the national laboratories and many universities collaborate in tackling funda-
mental issues in the understanding of matter. One emerging trend in nuclear theory is
the use of large computers to compute, from first principles, fundamental properties
of hadrons (a class of subatomic particles that includes protons and neutrons). This
type of calculation, based on lattice quantum chromodynamics, requires enormous
computing power. Researchers in this area have proposed three large machines
optimized for lattice computing at Brookhaven National Laboratory, Fermi National
Accelerator Laboratory, and Jefferson Lab to serve this national user community.
ESnet will link researchers to these computing facilities and to parallel efforts in
Europe and Japan.

S G A

Collider recreates first instants in the life of the universe

STAR and PHENIX at the Relativistic
Heavy lon Collider (RHIC) at Brookhaven
National Laboratory.

In an effort to recreate the conditions of
the early universe to gain insights into
the fundamental nature of matter,
nuclear physicists have recently begun
studying what happens when a beam of
gold atoms collides at high energy with
a gold target. These collisions are
created in the experiments known as

By creating extraordinarily high energy
nuclear collisions, the collider will act
as a giant pressure cooker, producing
temperatures and densities tens of

More than a thousand tracks can be seen emerging from
one head-on collision between gold nuclei

thousands of times greater than exist
now even at the center of stars. These
extreme conditions should, for a fleeting
moment, allow the quarks and gluons
within the gold nuclei to exist “freely”
in a soup-like plasma, a state of matter
that is believed to have last existed

millionths of a second after the
Big Bang, when the universe was
first formed.

Each of the millions of events recorded
by the STAR detector is stored for later
analysis at the RHIC Computing Facility,
which serves the experiments known
as STAR, PHENIX, BRAHMS, and
PHOBOS. Each of these four experi-
ments is supported by large interna-
tional collaborations, for whom ESnet
is an invaluable tool. For example, the
STAR collaboration involves more than
400 scientists and engineers from 33
institutions in 7 countries.

Inside view of the
STAR detector
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Current Program Requirements

Image of a deuterium nucleus
(proton and neutron) in two
quantum states, obtained using
an electron beam at Jefferson
Lab. Such images are used to
test theories about how particle
interactions affect the shape of
a nucleus.
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Researchers from industry, universities, and other federal agencies collaborate to
make use of the capabilities provided by DOE. In much of this research, DOE partners
with the National Science Foundation (NSF) Nuclear Physics program. DOE provides
a large portion of the accelerator facilities, and NSF provides a larger percentage of
the university researchers. (NSF supports two nuclear physics facilities: the Indiana
University Cyclotron Facility and the National Superconducting Cyclotron Laboratory
at Michigan State University.) ESnet provides the essential resource that brings these
people and facilities together.

Research today typically involves collaborations spanning many institutions and
many countries. For example, 1,400 scientists from around the world participate in
the research program at Jefferson Lab, and a comparable number are involved in
the four RHIC experiments. A major challenge for these collaborations is to keep
everyone adequately informed about progress to be exploited and problems to be
addressed. A key enabler for this interaction is the Internet, with ESnet providing
connectivity for the DOE facilities mentioned above.

E-mail and simple Web services are the two most widely used communication tools
within a collaboration. Their asynchronous nature (author and reader do not have to
be involved simultaneously) is particularly important in spanning multiple time zones
and busy schedules. Whereas in the past e-mail consisted of short messages, today
large design documents, proposals, and research papers are either sent as e-mail
attachments or posted to a Web site (or both). This method of communication allows
detailed information to rapidly reach an entire worldwide collaboration. As bandwidth
has gone up, figures, pictures, and even movie clips have become a valuable part of
this communication channel.

Equally mature and valuable are remote login and file transfer capabilities, which
support remote access to data and computing capacity. In the past, most interactive
use of remote systems was confined to a simple terminal emulation. Today, interac-
tive graphics programs using X-windows, Java, and other technologies enhance the
productive use of remote computers and research data. More significant, from a
bandwidth point of view, is the need to transfer over the network ever larger data
sets, whether experimental data, detector simulations, or theoretical model calculations.

Like the recent generation of high energy physics experiments, the CLAS detector
at Jefferson Lab and the STAR and PHENIX detectors at RHIC are each capable of
generating more than 100 terabytes of data per year. Even though only a small
sample of that data is transferred over the network, an OC-3 (155 Mbps) connection
for each of these labs is essential for productive collaborative work.

A case in point is the movement of simulation data to the RHIC computing facility
from the simulation generation sites (NERSC at LBNL, the Laboratory for Nuclear
Science at MIT, the Pittsburgh Super Computer Center, the RIKEN Computing Center
in Japan), and the movement of associated analysis samples out to collaborating
institutions. Until recently, such transfers were limited by Brookhaven’s T3 connection
to ESnet.






Virtual S /uft:

Jefferson Lab and MIT are leading the emergence of a Lattice Hadron Physics
Initiative. This collaboration will tie together computing resources at Jefferson Lab,
MIT, and several other institutions. Its goal is to model quark-gluon interactions by
solving the equations of lattice quantum chromodynamics to compare with experi-
ment. These distributed computing resources can be thought of as a meta-facility to
which computationally challenging jobs can be submitted (to execute at one of the
participating centers). Simulated data will be gathered at Jefferson Lab and distrib-
uted for additional analysis to a number of collaborating sites, again using ESnet
and the tools from the Particle Physics Data Grid to increase the productivity of
far-flung researchers.

The complex physics detectors at DOE facilities are currently operated by a mixture
of laboratory staff and visiting scientists, postdocs, and students. This requirement to
be physically present at the laboratory has many side benefits, but it often prevents
the involvement of certain specialists at key points in the program. With the emer-
gence of secure authentication of quality-of-service capabilities within ESnet, it will
be possible to “stand shift” remotely and remotely assist in diagnosing problem:s.

While this capability is attractive to researchers at RHIC and Jefferson Lab, granting
remote access to a multi-million-dollar detector will require a high level of trust and
authentication. Productive (and safe) interaction with the control of these devices
will also require certain guarantees on network bandwidth. An investment in these
capabilities by ESnet will yield improved efficiency for these valuable facilities and
will lower travel costs for researchers.

In these two massive detectors at Jefferson Lab, interactions between electron
beams and low-mass nuclei reveal the subatomic structure of matter
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An image of the C-Mod tokamak
plasma taken in visible light. Since the
plasma temperature is almost 50 million
degrees, it emits mainly in the X-ray
part of the electromagnetic spectrum.
This visible image emphasizes the
cooler edge regions of the plasma
where it interacts strongly with the
walls of the machine. Remote
collaborators routinely access such
images and associated data via ESnet.
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The long-term mission of the Fusion Energy Sciences (FES) program is to develop
nuclear fusion as an environmentally attractive, commercially viable, and sustainable
energy source. In the nearer term, the program'’s goal is to provide the scientific base
for the future development of fusion as a power source. To achieve this goal, it has
been necessary to develop the science of plasma physics, a field with close links to
fluid mechanics, electromagnetism, and nonequilibrium statistical mechanics.

Net power production requires the confinement of hot, dense, ionized gases
(plasmas). The intrinsically nonlinear nature of the problem and the abundant

free energy available in confined plasmas results in a physical system with complex
dynamics and strong turbulence. Combined with the complicated geometry of fusion
experiments, these make closed-form theoretical treatment of the problem impos-
sible. As a result, plasma theory has become computationally intensive. Experimental
research in this field requires the acquisition, analysis, and visualization of very large
numbers of multi-dimensional signals that describe plasma parameters as functions
of phase space and time.

Fusion experiments have a dual role: providing data for the advancement of plasma
science and increasing plasma parameters (densities, temperatures, discharge times,
etc.) toward the levels that would be needed in a power-producing reactor. Progress
in FES research is linked to a handful of major experiments that are too expensive to
duplicate. As these experiments have increased in size and complexity, there has
been concurrent growth in the number and importance of collaborations between
large groups at the experimental sites and smaller groups located at universities,
industry sites, and national laboratories.

The current generation of experiments in the United States are explicitly “national
facilities,” each with an advisory committee made up of experts from outside labora-
tories and universities and a host of collaborators participating in their experimental
programs. Three such experiments are the National Spherical Torus Experiment
(http://nstx.pppl.gov), the DIII-D facility (http:/fusion.gat.com/diii-d/), and the Alcator
C-Mod Tokamak Fusion Research Project (http:/www.psfc.mit.edu/cmod).

U.S. researchers also work closely with foreign groups and participate actively in
experiments in Japan and Western Europe. Various proposals for a “next step”
experiment have been put forward. These involve creating so-called “burning”
plasmas in which the self-heating power from fusion reactions provides the necessary
energy to sustain the reaction. These experiments would certainly be international

in scope. Supporting this next step are other facilities used to study the physics of
long-pulse (essentially steady state) plasmas.

In addition to experimental programs, DOE’s Office of Fusion Energy Sciences
supports a large theory and computation effort carried out by staff from national
laboratories, universities, and private industry. This effort ranges from the very
applied analysis of experimental data to much more fundamental theory and discov-
ery through computational science. Researchers supported by this office make up
one of the largest user groups at the National Energy Research Scientific Computing
Center (NERSC).
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Modeling microstructural pattern
formation during the growth of a

solid helps identify the final properties
of the fabricated material
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The Office of Basic Energy Sciences (BES) supports fundamental research in the
natural sciences and engineering to provide a basis for new and improved energy
technologies and to provide the understanding necessary for mitigating the environ-
mental impacts of energy use (http://www.sc.doe.gov/production/bes/). As part of

its mission, BES plans, constructs, and operates major scientific user facilities to
serve researchers at universities, national laboratories, and industrial laboratories.
These facilities serve more than 2,400 scientists at 200 U.S. research institutions.
BES research is administered through the following subprogram areas.

Materials Science supports basic research in condensed matter physics, metal and
ceramic sciences, and materials chemistry. This basic research seeks to understand
the atomistic basis of the properties and behavior of materials and how to make
materials perform better at acceptable cost through new methods of synthesis and
processing (http://www.sc.doe.gov/production/bes/dms/dmshome.htmI).

Engineering Research conducts fundamental research in support of related
technology programs within DOE. The goal of its program is to extend the body
of knowledge underlying current energy engineering practice and to broaden the
technical and conceptual base for solving future engineering problems in energy
technologies (http://www.sc.doe.gov/production/bes/eng/enghome.html).

Chemical Sciences focuses on photo- and radiation chemistry; chemical physics;
atomic, molecular, and optical science; catalysis; separation science; heavy element
chemistry; and aspects of chemical engineering. This research provides a foundation
for understanding fundamental interactions of atoms, molecules, and ions with
photons and electrons. This work also underpins a fundamental understanding of
chemical reactivity (http://www.sc.doe.gov/production/bes/chm/chmhome.html).

Geosciences Research supports research aimed at developing an understanding of
fundamental earth processes that can be used as a foundation for efficient, effective,
and environmentally sound use of energy resources. Such work also provides an
improved scientific basis for advanced energy and environmental technologies
(http://wwvv.sc.doe.gov/production/bes/geo/geohome.html).

Energy Biosciences supports fundamental research related to a molecular-level
understanding of the formation, storage, and interconversion of energy by plants
and microorganisms (http://www.sc.doe.gov/production/bes/eb/ebhome.html).

Experimental Program to Stimulate Competitive Research (EPSCoR) is part of BES
and supports basic research spanning the entire range of research supported by
DOE in states that have historically received relatively less federal research funding.
The EPSCoR program supports research cluster activities at EPSCOoR states through
implementation grants and individual investigator projects through laboratory-
partnership grants in more than 15 states and the Commonwealth of Puerto Rico
(http://www.sc.doe.gov/production/bes/EPSCoR/index.htm).
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More and more frequently, DOE research programs require the integration of
multidisciplinary efforts. In addition, BES scientists are increasingly likely to use
experimental and computational facilities across the DOE research complex, which
spans the continent. Programs often involve both a research group within a site and
collaborating groups at other laboratories, national facilities, or universities. With this
in mind, the BES program requirements for networked computing involve nonlocal
access to

« Scientific computing resources.

» Data archives.

+ Collaborators.

+ Experimental facilities.

Large-scale computations involving modeling, simulation, and data analysis play a
growing role in BES investigations. As the size and complexity of these computations
and their data have grown, network requirements have also increased. Similarly,
researchers are now able to use remote computational resources to model a phenom-
enon, but they must also be able to receive the results of these calculations in a
timely manner, and such data sets can become enormous.

Connectivity to (and among) the DOE national laboratories and other user facility
locations is paramount for BES. This requirement includes connectivity to the
widespread set of universities that use DOE facilities. It is also recognized that not
all components are within the purview of ESnet, and thus it is key for ESnet to work
with other providers of network services to achieve the needed level of connectivity.
Many research activities today are designed to heavily exploit the connectivity of the
network and cannot proceed without reliable connections, and quality-of-service
control is becoming essential. Such control will require both new services and
ongoing improvements in coordinating trouble-tracking among ESnet and its peers.

Electronic collaboration is becoming part of day-to-day life in cutting-edge science,
particularly at user facilities such as those operated by BES. These facilities are
unique centers of expertise and instruments for not only the national but also the
international scientific community. Although many scientists travel to these facilities
to use them, there is a growing requirement to reduce travel and increase efficiency.
Both can be accomplished by accessing and operating these resources via network
connections whenever possible and by participating remotely with onsite users. This
arrangement can only succeed if the access, capabilities, and information available to
remote users become as good as if the user were on site. Improvements in network
infrastructure, bandwidth, and quality of service are paramount to insuring that these
new modes of operation continue to grow.



The broad scope of BES programs, the geographic distribution of BES resources, and
the heterogeneous nature of computing equipment pose significant challenges for
creating and deploying the needed capabilities. Crucial issues are interoperability (the
ability of applications on different kinds of computers to work together) and extensi-
bility (the ability to extend applications with new functions).

For BES collaboratories to be successful, the presence of the investigator must be
projected to the remote site, and the full feel of the site must be projected to the
investigator. Not only must the investigator be able to observe what is going on, but
that investigator’s presence must be felt at the facility site. The emerging paradigm
makes heavy use of videoconferencing, shared screens and shared visualization,
remote operation, and electronic notebooks, all of which require much more band-
width than a simple logon. Such connections have the additional complication of
needing to go to wherever the investigator is located. Often that implies going
through another network interconnected to ESnet.

BES facilities have participated in several successful pilot projects in electronic collabo-
ration. Remote monitoring or operation of BES experimental facilities has had excellent
initial success. Two such projects are the Materials Microcharacterization Collaboratory,
which concentrates on experimental resources (see page 76) and the Diesel Combus-
tion Collaboratory (jointly funded with DOE's Office of Energy Efficiency and Renew-
able Energy and Office of Defense Programs), which focuses on remote access to
computational resources and archival data. Both rely heavily on network-based
videoconferencing resources to connect remote users and local experts.

Materials Microcharacterization Collaboratory (MMC). This project has integrated
and coordinated the efforts of five national centers of excellence in materials
microcharacterization across the country into a virtual laboratory for study of
materials on scales ranging from tenths of a millimeter to tenths of a nanometer
(http://tpm.amc.anl.gov/mmc/). In addition to the five laboratories, several instrument
companies are partners in the collaboratory.

" Networked “collaboratories” allow
experts around the world to operate
unique instruments, observe data as it
is recorded, and consult with colleagues
during the experiment—all without
leaving home
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Description

Within DOE's Office of Biological and Environmental Research (BER), biological
research is funded and managed primarily through two divisions: Life Sciences and
Medical Sciences (http.//www.er.doe.gov/production/ober/ober_top.html). Additional
programs are supported by the Environmental Sciences Division of BER, including
studies of microbial systems, the Natural and Accelerated Bioremediation Research
(NABIR) program, and the Climate Change Technology Initiative (CCTI).

These BER programs advance fundamental biological science at the intersection of
biology with the physical, computational, and engineering sciences. They involve
several hundred scientists and highly skilled technicians, as well many more students
and associated faculty members. These researchers work in an interdisciplinary
environment, operating a number of special facilities for the biomedical research

and development community and collaborating with laboratories worldwide. The
DOE biological research program is an integral part of the global biomedical science
and technology enterprise. Progress in our understanding of biological systems
depends critically on information technology, both in computational sciences and
networking infrastructures. The biological research program supported by BER
leverages special capabilities at the national laboratories in the following focus areas.

Functional genomics. Producing genome sequences is just one of the first steps toward
a more complete understanding of biological systems. The BER program is now looking
at genome-scale approaches to determine the function of genes and systems of genes
and to decipher other important signals encoded in DNA sequences. This growing
thrust includes comparative genomics, which is based on comparisons of mouse and
human sequences and analysis of other appropriate model organisms.

Microbial cells. BER has been a leader in sequencing microbial genomes and is
pursuing a major new thrust in which the continuing work in microbial sequencing
also supports efforts understand the complex mechanisms involved ir a living
micrabial cell (http://www.sc.doe.gov/production/ober/microbial.htrnl),

Low-dose research. BER has pioneered research to understand the health effects
associated with exposure to very low levels of ionizing radiation.

Experimental and computational structural biology. BER has unique facilities for
experimental structural studies, among them synchrotron-based X-ray sources

and neutron sources, world-renowned resources for biological mass spectrometry,
and high-performance nuclear magnetic resonance (NMR) equipment (http:/
www.sc.doe.gov/production/ober/msd_struct_bio.html). DOE also has a large comput-
ing infrastructure and capabilities for large-scale automation. These experimental

and computational resources are now being integrated with gene sequencing and
functional genomics studies involving human, mouse, and microbial systems. The
result is a powerful new approach to bioiogy that requires a state-of-the-art computer
networking infrastructure.

Bioinformatics. BER has been a leader in developing analysis tools for genome
sequence data, repositories for genome sequence information (http:/compbio.ornl.gov/
channel/index.html), and genome information systems that serve as a resource for
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Genome research depends on both data-intensive and computation-intensive analyses

The ability to study the content and
structure of genomes and the relation-
ship between the structure and function
of proteins makes it possible to study
life in its most fundamental details, from
molecules to cells to organisms. High-
performance networked computing is
central to this work. The results of this
research will profoundly affect our
understanding of human health, our
approach to health care, and our under-
standing of the relationships between
human health and the environment.

Gene function. The relationships
between genetic material (genotype)
and its physical expression (phenotype)
in an organism are highly complex and,
for the most part, poorly understood.
To determine how a gene functions,

- Human (Homo sapions) Chromosome 4. Contig 4p16.3 Features (1564611 bp)

computational analyses must be
carefully combined with experimental
approaches. Model organisms, such as
the mouse, microbes, and other organ-
isms, are being used to study gene
function in the whole organism. Re-
searchers work with these models by
knocking out genes, inserting genes, or
systematically causing mutations and
then observing the resulting phenotypes.

These efforts produce multi-dimensional
and diverse sets of data, including, for
example, complete three-dimensional
imaging data for whole animals or
organs and two-dimensional gene
expression data as functions of time,
tissue of origin, and experimental
treatment. Integrating the data, deriving
useful information for biomedical
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Computing resources are used to identify genome sequences, gene expression
patterns, and protein structures for various model organisms, such as the mouse.
The results help researchers understand the relationship between the genotype
(genetic material) and phenotype (external characteristics of an individual).

researchers, and making this informa-
tion available to the research commu-
nity represent significant research and
computing challenges. Such tasks are
being addressed by researchers in the
BER program and by other groups in
the global biology research enterprise.
Access to the information resources
produced by these efforts involves
significant use of ESnet.

Protein function. The genome encodes
specifications for synthesis of proteins,
the basic building blocks of the machin-
ery of living organisms. Proteins have a
wide range of functions, including the
chemical synthesis of the nonprotein
constituents of life (such as nucleic acids
and carbohydrates), recognition and
marking of foreign molecules, forming
gateways into cells, and providing
structure and locomotion for cells.
Knowing the structure of a protein is
important to understanding how it
performs its function.

Currently, structural information can be
gained at various levels of resolution
through experiments involving X-ray or
neutron sources and by NIVIR spectros-
copy. Mass spectrometry represents
another important analytical tool to
characterize proteins. Computational
methods for representing and predicting
protein structure are improving in their
capabilities and can now provide useful
information in a growing number of
cases. By combining experimental data
with computational algorithms, research-
ers have created a powerful approach

to determining structure. Beyond the
structure of a protein, knowledge of its
detailed interactions with other proteins
and with other types of molecules is
critically important for understanding
cellular processes, and such studies also
depend upon a combination of experi-
mental and computational methods.
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Future Program Requirements

Biological research increasingly involves large facilities and resources that are made
available to large numbers of remote users. The success of this enterprise depends on
appropriate networking infrastructure and services that provide integrated views of
the many data sets and information resources being created and updated as biologi-
cal research advances rapidly.

The network infrastructure is an integral part of the biological research environment.
For historical and practical reasons, biological information is not kept in a single,
monolithic database. Rather, it is distributed on computers at laboratories, scientific
institutions, and corporations around the world, in various formats, according to the
interests and needs of the research programs involved. Numerous, high-capacity
connections among major database locations and research centers are essential to
allow researchers to access individual pieces of information and to allow database
managers to cross-reference and use information in other databases.

Access to databases in foreign countries is essential to U.S. researchers. Current
research takes place principally in the industrialized countries, and biology informa-
tion resources are being maintained in these countries. However, this is one of the
most rapidly expanding areas of research, and some developing countries are
developing biotechnology research efforts that focus on the genomes of local food
crops and pests. These countries are expected to play an increasing role in the near
future as members of the global biological research enterprise, placing further
requirements on global networks.
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Programs in the Environmental Remediation Research area focus on understanding
fundamental physical, chemical, geological, and biological processes. Results are
marshaled to develop and advance new, effective, and efficient processes for
remediating and restoring the nation’s nuclear weapons production sites. Two
programs in this area, the Microbial Genome Program and the Natural and Acceler-
ated Bioremediation Research Program, use ESnet heavily to share large amounts
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Highly detailed global climate
modeling requires network access
to remote supercomputers
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of biological information, computational models, and integration tools. Moreover,
the Environmental Molecular Sciences Laboratory (EMSL) depends highly on robust
networking technology to support the collaborative nature of its research and its use
of automated instrumentation in problem-solving environments. EMSL is the only
national collaborative user facility that focuses on DOE’s environmental mission,
and it is a key element in supporting the DOE Office of Biological and Environmental
Research’s commitment to environmental remediation.

e |




The flow, collection, processing, and delivery of ARM data are made possible by
ESnet. Furthermore, ESnet forms the communication foundation that enables ARM
and similar programs to build distributed systems and teams that can focus on
solving specific problems. As a result, state-of-the-art network connections must
be maintained to the ARM data centers at ORNL and PNNL, as well as the data
center used in the CCPP. Access to ESnet is also very important to user facilities,

specifically EMSL.

The ARM Program and CCPP are currently served well by DS-3 (45 Mbps) or OC-3
(155 Mbps) connectivity. ARM uses dedicated T1 links for data collection and commu-
nication with the Southern Great Plains and North Slope of Alaska. To communicate
with the tropical Western Pacific site, an Inmarsat-B 64-kbps satellite link or Geosta-

tionary Operational Environmental Satellite (GOES) channel is used.

In 2001, the amount of data flowing through the ARM computing environment will
grow to approximately 25 gigabytes per day. And this number does not include the
quantities of data to be delivered to the ARM Science Team or to the general scientific
community, both of which vary depending on research needs. Currently, the ARM
Program’s data holdings exceed 10 terabytes and are expected to grow to more than
20 terabytes by the end of 2003. The program depends on ESnet to move that data.

As indicated in the following diagram, the ARM computing infrastructure is geo-

graphically dispersed. Development, maintenance, and operation of the instrument
and computing environment is the responsibility of the Engineering and Operations
Teams of ARM. These teams are geographically dispersed, being composed of staff

from several DOE national laboratories and research sites.
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