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United States Government Department of Energy

memorandum

DATE: July 17, 1987

REPLY TO
ATTN OF: ER~7
SUBJECT: Energy Sciences Network Program Plan

T0: James F. Decker, Acting Director, ER-1
David B. Nelson, Executive Director, ER-2

We are pleased to submit to you this Energy Sciences Network (ESNET) Program
Plan in response to your charge to evaluate the computer networking
requirement of the Office of Energy Research.

This ESNET program plan codifies and presents the computer networking
requirement for all Energy Research programs, analyzes this requirement
relative to other Federal research programs, and recommends an
implementation plan to address these requirements. This plan is very timely
in that there has been a growing awareness of the benefits to be gained in
the sciences through the use of computer networks and in that this awareness
has even resulted in a Congressional call for a study of computer networking
requirements for the U.S. research communities, which has proceeded in
parallel to this ESNET study.

We would like to thank the members of the ESNET Steering Committee who have
worked diligently to gather programmatic data and requirements and who have
assisted in the preparation of this ESNET program plan.

He L2 22

John S. Cavallini

Wt 57

William E. Bostwick
Scientific Computing Staff
Office of Energy Research
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ESNET PROGRAM PLAN

I. Executive Summary

This document describes the Energy Sciences Network (ESNET) project which
was undertaken by the Scientific Computing Staff during fiscal year (FY)
1986 at the direction of the Director, Office of Energy Research (ER). This
document serves as the program plan for the ESNET project and is the result
of the effort of the cross program Energy Sciences Network Steering
Committee., The ESNET Steering Committee has been charged to codify the
overall ER computer network requirements, to document and set priorities for
computer networking requirements including performance objectives. Further,
this committee has been asked to identify future ESNET functional
characteristics, to identify research and development needs for the ESNET,
to establish ESNET performance objectives and to define the infrastructure
necessary to manage and operate the ESNET facilities.

The need for computer networks has been the subject of recent widespread
visibility. The success of geographically dispersed scientific
collaborations has become increasingly dependent upon the communication
facilities which are afforded by computer networking. Networks provide the
medium whereby remote scientists can access unique facilities such as
accelerators, databases, supercomputers, and even experimental data from
spacestations. In addition, computer networks provide the means to
integrally connect computer resources at a number of geographically
dispersed institutions to support distributed computing capabilities which
have shown to be effective in many research applications, especially those
supporting large experiments. Computer networks have also been highlighted
by several Congressional initiatives, including the National Science
Foundation (NSF) supercomputer initiatives, a House of Representatives
Science and Technology Committee (HS&T) hearing at the Florida State
University (FSU) in June 1985, and the call for a Computer Network Study as
part of the FY 1987 NSF authorization bill. The scientific communities
within Europe and Japan are currently benefiting from increased visibility
and subsequent active Government support.

Computer networks are, in fact, vital to the conduct of modern science,
engineering, and technology, and offer great potential to equitably support
future collaborations and to provide remote access to scientific facilities
from anywhere in the U.S., or in the solar system with the emergence of
telescience in experiments on board orbiting spacecraft or spacestations.

To gain these benefits of computer networks, the ESNET concept will include
data communications facilities (hardware and software), an internet network
architecture plan, and a management infrastructure. The formation of the
ESNET Steering Committee was an essential first step in creating the
necessary infrastructure,



The initial work by the ESNET Steering Committee resulted in the following
recommendations to the Scientific Computing Staff to address the 0ffice of
Fnergy Research computer network needs:

1. A common computer network should be formed in support of all ER
programs. This ESNRT will be based on the backbone of the existing Magnetic
Fusion Fnergy Network (MFENET) existing Magnetic Fusion Energy Network
(MFENET) expanded to include additional ER facilities as shown in Figure
VI-2. The fundamental network architecture and direction should follow that
proposed in the MFENET Five Year Network Plan (see requirements section) and
should include a migration path to support X.25 applications support (see
future plans section).

2. FER should provide adequate funding, as a priority, to meet the
connectivity and performance requirements for the ESNET as identified in the
requirements, foreign access and future plans sections of this plan. In
recognition of the open architecture of the ESNET design, ER should
encourage and support connectivity to local and campus area networks and to
other agency networks, especially the NSFNET for connectivity to university
based researchers and facilities.

3. ER should provide adequate support for the ESNET infrastructure., This
should include, in addition to facilities and equipment, support for a.) the
central computer network research, development, and operation group at the
NMFECC, b.) personnel at other major ESNET nodes who would be respounsible
for applications level network support, local or campus area network
connectivity, community of interest network gateway support, and ESNET
consulting support, c¢.) the cross program ESNET Steering Committee to
provide direction and to coordinate requirements, d.) support for regular
workshops and information exchange in this area, e.) a research and
development program to support future applications requirements, and

f£.) interagency coordination in support of interconnectivity,
interoperability, research coordination, and standardization efforts.

4. FER should include detailed information on the ESNET capabilities and
facilities to all grantees and contractors as part of the ER contracting
process. '



II. Introduction

The Scientific Computing Staff manages the supercomputer access program for
the Office of Energy Research (ER) to provide high performance computational
resources to -all research programs that are supported by ER. These programs
include High Energy Physics, Nuclear Physics, Materials Sciences, Chemical
Sciences, Carbon Dioxide Research, Engineering and Geosciences, Heavy Ion
Fusion, Applied Plasma Physics, and Health and Environmental Research. To
provide these computational resources, the Scientific Computing Staff
manages:

o The National Magnetic Fusion Energy Computer Center (NMFECC) which
operates the following supercomputer systems - a Cray 2, a Cray X-
MP/22, a Cray 1S and a Cray 1A;

o The Supercomputer Computations Research Institute (SCRI) at the
Florida State University (FSU) where research is carried out in the
computational sciences related to ER mission areas. The SCRI
operates CDC Cyber 205 and ETA~10 supercomputer systems;

o The MFENET which is a nationwide data communications network
facility linking over 4,000 ER supercomputer users to these two
centers, to locations in Japan and Europe, and to each other from
over 100 geographic locations;

o Several advanced computational research centers, such as the
Advanced Computational Research Facility (ACRF) at the Argonne
National Laboratory (ANL), which operate research/experimental
computational resources, e.g., hypercube systems, for use by the
research community to support forefront computational research in
parallel processing techniques.

During FY 1984, the ER supercomputer access program was significantly
expanded in scope. In addition, initiatives to expand supercomputer access
were also undertaken by the National Science Foundation, National
Aeronautics and space Administration, the National Cancer Institute, the
Department of Defense and others. As a result of these initiatives and in
recognition of its importance to scientific collaboration support, computer
networking emerged as an important issue. [1]

In roughly the same time period, other ER research programs were beginning
to join established computer networks or to build networks of their own.
For example, both BITNET and ARPANET provided mail and file transfer
capabilities for many university research groups and their collaborators at
national laboratories. Other university groups found it necessary to lease
direct connections to mainframe computers at the remote laboratory where
their research activities were concentrated. In the case of High Energy
Physics, a private network of leased 9600 baud lines running DECNET grew as
university groups required connectivity between their local minicomputers
and the facilities at SLAC, Fermilab, Brookhaven, and other HEP labs.



In 1985, a subpanel of the High Energy Physics Advisory Panel (HEPAP)
chaired by J. Ballam submitted a report on "Computing for Particle Physics."
Chapter 4 of this report, which was entitled "Analysis of Networking
Requirements," summarized the situation described in the previous paragraph
and recommended the establishment of a HEPNET backbone to provide more
effective and efficient networking for the HEP community. This backbone was
to consist of high speed (56 Kbps) trunk lines connecting the major HEP
laboratories. The report also anticipated that other emerging projects
might eventually provide cost effective alternatives to a dedicated HEPNET.

In FY 1985, Dr. Alvin Trivelpiece, Director of ER, charged the Scientific
Computing Staff (SCS) to survey the status of and requirements for computer
networking throughout all ER programs. This project served as a
complementary adjunct to the existing SCS charter for the provision of
nationwide access to ER supercomputers. The SCS survey data demonstrated a
‘significant need for improved computer networking to facilitate: 1.) improved
access to unique ER scientific facilities, 2.) needed information
dissemination among scientific collaborators throughout all ER programs, and
3.) more widespread access to existing supercomputer facilities.

A general purpose computer network architectural concept for ER cross
program support emerged for consideration with the redesign of the existing
MFENET. [2] This concept was reviewed by an interagency working group in
January 1986, and was determined to be a major step toward an interagency
internet capability. This internet architectural model (see Figure II-1)
offers significant advantages in accessing research facilities and research
communities sponsored by other agencies, permits the use of a wide range of
vendors' equipment, and interconnects the many university based researchers
incorporated into the NSF sponsored networks, such as SURANET.

In response to Dr. Trivelpiece's charge, the Scientific Computing Staff
proposed an ESNET concept [3] which recommended the formation of the Energy
Sciences Network Steering Committee, offered the new MFENET design and
facilities for consideration as the basis for ESNET facilities, proposed an
evolutionary operational model, and endorsed a phased approach to addressing
long term computer network goals.

During this same period, computer networking has also become a prominent
issue in the interagency sphere. The HS&T Committee hearing in Tallahassee,
Florida in June 1985, highlighted the importance of computer networks to
complement the NSF and other supercomputer access initiatives.

Subsequently, the Federal Coordinating Committee for Science, Engineering,
and Technology (FCCSET) formed a working group to study this area [4] and
Congress mandated a computer network study in the FY 1987 NSF authorization
bill. ‘

FR computer network requirements have been developed by using both the
Congressional study and the recommendations of the ESNET Steering Committee.
These requirements are presented below. Also presented are a summary of the
ESNET Steering Committee activities, a statement of the benefits anticipated
from the ESNET computer networking project, and a plan of action, including
budget requirements for the next 3 years.
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III. Benefits of Computer Networks to Research

Computer networks offer many benefits to the ER research community. They
allow for more cost effective use of scientific research facilities, which
are generally large, costly installations such as a synchrotron light
source, a particle accelerator, or a supercomputer facility. These
installations, because of their high costs, cannot be duplicated at all ER
sites. But computer networks, which are properly planned and implemented,
have the potential to effectively "bring" these installations to the
individual principal investigator. For example, computer networks can
support a highly distributed computing environment which is effective in
very large experimental collaborations, such as in HEP, where researchers
and computing facilities from many gsites interact during the staging,
execution, and analysis of these experiments. As a result, computer
networks have become vital for supporting the research collaborations which
utilize these scientific facilities.

Computer networks facilitace the exchange of information upon which research
collaborations depend, they enhance the quality and increase the
productivity of research projects by providing access to experimental
findings/results faster, and they offer more equitable access to these
scientific facilities to U.S. researchers without regard to their location
or individual funding source. It is also important that computer networks
offer these advantages across research program boundaries and therefore,
enhance interdisciplinary scientific collaborative efforts as well.

The recent and projected improvements in hardware and software technologies
will greatly affect the computing and networking environment available to
scientists. Advancements in packet switching, multicasting, fiber optic
transmission, and network access protocols will afford more ubiquitous and
transparent access to remote research and computational facilities.
Developments in distributed operating systems, file systems, and graphics
technologies will greatly enhance the functionalities available to the
remote researcher. Hence, through proper planning, implementation, and
coordination users at out-of-the-way or smaller institutions can reap the
same benefits of large scientific facilities as their colleagues at larger
institutions or those who are even at the gscientific facilities themselves.
The lack of such distributed facilities would place ER scientists at a
disadvantage compared to their peers worldwide. '

For example, a scientist at a small university using a modern, low cost,
high performance workstation, if provided with access to a modern, capable
computer network, could work in the following fashion. The scientist could
have one workstation window opened to a supercomputer application, which is
executing over 2,000 miles away, programmed to analyze data for an
experiment via another workstation window where this experiment is running
at a third installation distant from both the scientist and the
supercomputer facility. [5] The scientist's collaborators could also be



viewing, by multicast technology, these events at still other geographic
locations while electronically communicating with the scientist.
Advancements in computer networks are certain to provide qualitative
improvements in the ER research programs which they support in much the same
way the telephone caused qualitative improvements over the use of letters.
In this regard, the most significant benefits of providing qualitative

improvements in computer network support for ER research is yet unknown.
\



1V. ESNET Steering Committee

In October 1986, Dr. Al Trivelpiece, Director of the Office of Fnergy
Research, approved the plan to implement the Fnergy Sciences Network. [3]
The goals for the ESNET concept are to avoid redundant computer network
costs via facilities sharing to accommodate the introduction of new
technologies in a timely manner, to support multivendor operations, to
interface as transparently and seamlessly as possible to other agencies'
networks, to provide more equitable access to ER research facilities, to
support distributed computing functions and to emhance ER scientific
collaborations. To meet these goals, an ESNET steering committee, composed
of representatives from all ER programs, was established and was charged to:

o Document, review and prioritize network requirements for all
ER programs

o FEnsure ESNET goals are achieved without impacting ongoing
program requirements

o Establish ESNET computer network performance objectives

o Propose innovative techniques for enhancing ESNET capabilities

o Advise NMFECC network staff

o Identify research needs for addressing network requirements
Tn mid-October of 1986, William Bostwick of the Los Alamos National
Laboratory was detailed to the Scientific Computing Staff on a two year
assignment to chair the ESNET Steering Committee. The various ER program
areas appointed members from national laboratories, research facilities, and
universities to represent their respective research program areas and sites
on this steering committee. Those appointed and the programs represented
are:

Basic Energy Sciences

Thomas Dunning - Argonne National Laboratory (ANL)
James Davenport - Brookhaven National Laboratory (BNL)

High Energy and Nuclear Physics
Stuart Loken - Lawrence Berkeley Laboratory (LBL)
George Brandenburg - Harvard University
Russell Roberson - Duke University
Fusion Energy
Martin Greenwald - Massachusetts Institute of Technology (MIT)

Richard Hicks - Oak Ridge National Laboratory (ORNL)
Jean-Noel Leboeuf - (ORNL) (effective 6/18/87)



4.8

RECOMMENDATIONS:

A dedicated High Energy Physics Network ( HEPNET ) should be established
to service all Laboratory and University sites.

This network should be started immediately by funding high speed trunk lines from
LBL/SLAC to Fermilab to BNL. A redundant link from BNL to LBL/SLAC may be
included in the trunk to improve reliability.

DOE and NSF funding should permit all university groups to establish a link to one
point on this trunk so that those groups can access all other sites.

A link from BNL to LNS should be established, initially at 9600 Baud.

A leased line to CERN should be established to provide access to facilities in Europe
at the lowest possible cost. The cost of the link to Europe must be independent of

the volume of data transmitted on the link.

A leased line to Japan should be provided when the volume of network traffic is large
enough to justify the fixed cost.

A technical working group should be established to plan and implement HEPNET.

A permanent staff located at one of the laboratories must be funded to coordinate
installation and maintenance of the network. This will require, initally, at least 2
FTE. Beyond the first year, 1 FTE should be sufficient.

Use must be monitored to assess needs for upgrades.

Until the new links are working reliably, the existing links should be left intact.
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TABLE 4.3
TyricaL TRANSFER RATES

Mid 80's

Desired to 1990's Early 1990's

File transfer

Switched 9.6 56 kb

pt. to pt. 56 ~ 224 >1 mb

Broadcast 9.6 + 3 mbytes/hr.

Example Size Goal Time
LEP3 Small MC File 5 x 108 bits 56 kb 2 hrs

40 Mbytes
any 100k Fortran lines

executable images 6 Mbytes 9.6 kb 2 hrs
TPC calibration file 1l - 3 Mbytes 9.6 kb 20 - 80 min
any graphics 3D image 106 bytes 56 kb 2 min
[LEP ~ 10 tapes 1 Gbytes 1,544 Mbits 2 hrs]
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APPENDIX 1

SLAC MEMORANDUM 19 September 1986
TO: HEPNET Technical Committee:
FROM: Howard Davies

SUBJECT: Equipment Requirements at ESNET HEP Sites

1. Imntroduction

At the last meeting of the HTCC on 21 May 1986, an outline proposal of the facilities to be offered by
ESNET at the principal node sites was put forward. The proposal included, at least as an interim measure,
the provision of an X25 carrier service between ESNET nodes which would allow HEP sites to mount
services which have a very high priority in the physics comntunity, amely bigh speed DECret fle transfers
and terminal access to large mainframes installed at the major laboratories

Mary details of the X25 service over ESNET remain to be defined. On the basis of the outline proposal
made in May, this note describes the kind of equipment which will be required at the major HEP nodes, liste
a pumber of points which must be confirmed with the ESNET development group before detailed planning
can proceed, and makes a rough estimate of equipment costs.

2. ESNET Services: a Punctional Description

The services to be offered on the ESNET equipment installed initially at the principal HEP laboratories and
the ways in which this ESNET equipment will be linked to Jocal computing and communications equipment
are shown symbolically in Figure 1.

BrieSy, ESNET will offer 2 number of services based on the use of the TCP/IP protocols vie equipment
(labelled ESNET Controller in Figure 1) which will be connected to the node site’s Ethernet, thus making

ESNET services available, at Jeast in principle, to most other computing equipment on the site. Both the
satellite channel and the landline (for terminal trafic) connecting one ESNET node to others will have
bandwidths of at least 56 kbit/sec. As a separate service, but one with a higher priority for the EEP
community in the short term, ESNET will also carry X235 trafic between paire of node sites. The nominal
throughput available for X25 traffic will also be 56 kbit/sec and some form of multiplexing arrazgernext will
be provided to handle both the X25-only and the *normal® ESNET trafSc on the same long dis:ance link to
the next ESNET node. Because more than one device will need to make use of the X25 link, ar X25 switch
will be required at each node site. The switch will be connected by a 56kbit/sec line to at least one local
bost computer, possibly a DECnet machine. Further conpections may be made at slower speeds; say 9.6
kbit /sec, to other local host computers capable of handling file transfers over X25. At least one 9.6 kbi:/sec
liak will be required between the switch and an X25 PAD which will handle tezminal connections both from
local terminals to hosts at remote sites and (in reverse PAD mode) from terminals at remote sites to local
bosts. If the sum of the number of Jocal terminal connections and the number of reverse PAD coanections
offered exceeds 16, more than one PAD (and line to the X25 switch) is likely to be required.

In practice, two or more of the functions described above may be combined in a single piece of equipment.
For example, one device might serve as ESNET controller and as the multiplexor for TCP/IP anc X25 trafic.
It is assumed that ESNET will support simultaneous X25 calls from one node to several remote nodes and
will therefore have X25 ewitching capability, If the ESNET node equipment is capable of X25 switching, a
separate switch would not be necessary. Similarly, both X25 switching and PAD functions might be combined
in a single piece of equipment. More information on the plans of the ESNET development group is required
before the functional requirements listed above can be translated into a detailed equipment specifcation. (A
list of questions for the ESNET development group is attached as Annex A.) In the meantime, an eGuipment
layout in which each function described in Figure 1 is supplied by a separate piece of equipment will serve
as the basis for the next stage of planning.
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8! Performance Requirements

The most important performance parameter for any kind of X25 switching equipment is its overallthroughput
measured in packets per second. As a first approximation, the central processor time required to deal with
an incoming packet (read the data from the line, interpret the beader, decide where the packet has to go,
output the data on another line) is independent of packet size. For HDLC transfers, lire handling is Jooked
after by special purpose chips and contributes Little to the central processor (CP) load. The CP overhead per
packet therefore determines throughput capacity. In the case of a switch configured as in Figure 1, traffic
on the two 56 kbit/sec lines will form a large proportion of the load and the required switch capacity is

approximately equal to that required to band.e this trafic.

Equations describing packet rates and data throughput in terms of line speed, packet size, numbers of calls
etc are given in Annex B. The basic approach is to ask what level of service can be provided if equipment
similar to that described in Figure 1 is available (and the implied transmission bandwidth constraints are
accepted). Because of the large aumber of variables involved, it is necessary to make some fairly arbitrary
assumptions about the values of sorme of them in order to calculate the capacity required for ESNET node
equipment. For the purpose of this note, the following assumptions are made:

(s) Effective line utilisation—le the pumber of useful bits, including those making up EDLC and X25
Level 8 packet headers as well as user data, divided by the nominal capacity of the line—ic 100%. (In
practice, bit stuffing and the transmission of extra HDLC flag frames will reduce the line utilization
below 100%, but only by a small amount. Although such high line utilizations are routinely achieved
at speeds up to 9600 bit/sec, it ir not certain that current HDLC interfacing equipment can support
lines which are an order of mzznitude faster equally well. This assumption is justified as representing
the “worst case” Joad on the switch.)

{8) The total load is symmetrical and everly balanced over the two directions of transfer. Since channels
used for X25 traffic ave full duplex, the actual amoust of data transferred—summed over both
directions—is then equal to twice the nominal line capacity, ie 112 kbit/sec for the high speed
ESNET lines. o

(c) Al terminal activity is in screen handling mode. Each character entered at a keybcard is sent in
ite own packet to the host computer which replies with an echo character, also transmitted one per
packet. (Some terminals can generate two or three characters as a result of a single keystroke, eg to

indicate cursor movement, and receive more than one character in reply. If these groups of ckaractess
are transmitted within a single packe:, the eflect on the results of the calculations is small.)

(d) The average rate at which each user inputs a character at a terminal keyboard is 1.5 per sec and
the average number of output characters generated (ic addition to echo characters) per terminal
is 170 per sec. (These values are based on measurements of terminal activity of users accessing
SLACVM. Figures for the busiest second of the day bave been used. Rates averaged over the busiest
minute and bueiest hour of the day are about 60% and 25% respectively of these values).

With these assumptione, data rates, packet rates and the number of terminal calls supported are shown
graphically in Figure 2 as a function of the ratio of the load frem file transfers to the total load (from fle
transfers and from terminal traffic). Figure 2 shows two sets of piots corresponding to maximum packet sizes
of 128 and 256 bytes, the most likely values. Note that the File Transfer/Tctal load ratio is defined in terms
of the number of packets generated by each type of traffic; the load ratio in terms of bytes transmitted
is different except at the end points of the graphs.

The load ratio arising in practice is likely to depend on whether the network will be used regularly for bulk
data transfers, eg to move large amounts of experimental data from the laboratories to physicists’ bome
sites. If so, the load ratio will approach the high end of the range. If, on the other hand, file transfers
are limited to the exchange of mail, programs, documentation and occasional samples of experimental data,
the requirement to bandle terminal trafiic at peak times will predominate and the configuraiion should be
planned to bandle a load ratio in the lower balf of the range.
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Packet Size (bytes)
128 256

File Transfer byte/sec 7200 9100
Trafic packet /sec 56 36
Terminal Number of Terminals 30 23
Traffic byte/sec 5250 3900
packet/sec 131 83

Total User byte/sec 12450 | 13000
Traffic packet /sec 187 119

Table 1: Switch Traffic with a Load Ratio of 0.3

The assumptions and the corresponding Figure 2 values represent a set of scenarios which can be used to
derive a switch specification. As an example, if the assumptions in (a) to (d) above are considered reasorable
and the further assumption is made that, at peak load, 70% of the traffic results from terminal activity and
30% from file transfers (ie the load ratio is 0.3), the parameter values are as shown in Table 2 and the
specification for the switch might be 2+ follows:

— Support for at least two 56 kbit/sec lines.
— Support for at least four 9600 bit/sec lines in addition.
= Overall throughput of at least 200 packet/sec (based on a packet sise of 128 byte).

Similar calculations can be carried out for an X25 PAD and lead to a possible specification of PAD capazity
as follows:

— Support for at least one 9600 bit /sec line,
— Support for at least 16 terminals in any combination of PAD and reverse PAD mode.
— Overall throughput of at least 50 packet/sec.

4. Equipment Costs

It is assumed that the ESNET Controller and Multiplexor will be specified, budgeted for and supplied by the
ESNET Development group and that its cost need not be discussed by the HTCC. However, the proposed
ESNET services include only a carrier service for X25 trafic and the HEP community will have to seek
-additional funds for the purchase of the new equipment required to make use of the X25 carrier facility. The
_equipment to be funded comsists of the X25 switch, PAD(s), host interface(s) and cables at each ESNET
pbyzics node. Unless it is provided as part of the standard ESNET service, some diagnostic and monitoring
equipment may also be required.

A budgetary estimate for the cost of an X25 ewitch as specified in section 3 above is $8000 (based oxn the
Price at current exchange rates of a Camtec SwitehPAD) A typical 16-port PAD, the Micom Boz Type £
with X85 PAD Featurepak, costs $4300 but a single device would not meet the specification given above—at
Jeast two such PADs would be required to provide a throughput capacity of 50 packet/sec and five or six
might be needed in the scenario defined by Table 1. *

* Micom quote a capacity of 15 packet/eec for their Boz Type £ but rates three times higher than this have
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1.
2.
3.

Annex A

Questions for the ESNET Development Group

Is the Functional Description of the ESNET X25 services given in Section 2 of the main text accurate?
Will the X25 (1980) or X25 (1984) protocol, or both, be supported?

Will a maximum window size of 128 be supported for X25 (Level 3) packets?

What is the maximum User Data Field length that will be supported?

. Will Flow Control Parameter negotiation be supported (it may be useful to use different values of these

parameters for calls of different types, eg file transfer or terminal handling, calls passing via a satellite link
or via landline)?

How will routing of Ele transfer calls (via satellite) and terminal handling calls (via landline) between a
single pair of source and destination machines be managed? Will machines at user sites be required to
have two (or more) X25 addresses in order to support traffic of different types?
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U, = p(1~ R)(2¢; + c,)LM

where
ky = (2¢;p + ¢,)
and
k3 = (2¢;Rp® + (18¢;R + 2¢; + 20 - 20R + €o)p + 10¢,)

€. Substituting the parameter values given in the main text, namely ¢; = 1.5, and ¢, = 170,
ky = Sp+170

k3 = 3Rp®+ (TR +193)p + 1700

5. For a full duplex 56 kbit /sec Line w»h the full bi-directional capacity being used to tranemit useful data
bytes (packet headers and user data),

Ly = (2 x 56000)/8 = 14000
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COMPUTER NETWORK NEEDS - AFRD

Summary

The Accelerator and Fusion Research Division at LBL contains a variety of
projects with diverse computing needs. All groups use computer networks to send
electronic mail to collaborators at other labs in the U.S. and Europe. Mail messages
include both information and source code. Almost all groups require access to
supercomputers off-site at the NMFECC at Lawrence Livermore National Laboratory.
This entails both access for terminals, and file transfer capabilities. Source code and
data are sent to the supercomputer, and text, data, and graphics files are transferred
back to LBL to be printed or, occasionally in the case of text, edited. At present one
group, the Center for X-ray Optics, receives data from experiments at other
laboratories via Decnet, and uses the same network to both use Vax computers at other
sites and allow access to the LBL Vaxes from those sites. Tables | and 2 below give a
more detailed and quantitative accounting of present network use. Table 1 shows the
number of terminal connect hours, file transfers, and electronic mail messages used by
the division per month. Table 2 lists the sites to which these connections occur, and the
networks presently used.

Over the next 3-5 years we estimate that the present patterns and amount of

usage will be maintained, with a slow increase in the amount of electronic mail.
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Functional Characteristics of ESNet: Nuclear Physics

The ESNet functionality needed by the nuclear physics community is not basically different from
that required by the other ER-subfields. The programmatic requirements for nuclear physics will
be met if ESNet has the characteristics spelled out in the Dunning, Greenwald and Loken report (in
its final form ) and if every user has the opportunity to connect to the network.

The hardware connectivity requirements appear, at first sight, to be different for the two branches
of nuclear physics (low- and intermediate-energy nuclear physics) for the following reasons:

1) Most low-energy nuclear physics (experimental and theory) is carried out at university
sites by university personnel.

2) Intermediate-energy nuclear physics is most often carried out at national laboratory
facilties, such as LAMPF at LANL, by both laboratory personnel and by university user

- groups.

The main needs of low-energy (LE) nuclear physicists will be a) interactive and batch service on
remote supercomputers, b) E-mail service, and c) file transfer of documents. The university user
groups of intermediate energy (IE) facilities will have the same needs plus d) interactive and batch
service on the computers located at the IE facilities and ¢) file transfer and manipulation of large
data bases. So, in fact, the connectivity requirements are really not very different for IE and LE
nuclear physics.

Each group, whether it is at a national lab or at a university, will need a link to ESNet with adequate
speeds ( see Dunning, Greenwald and Loken report). Therefore, the central question is whether
(1) ESNet is to include the backbone plus the links to the various universities and sites at national
labs, or (2) is ESNet only the backbone. If model (1) is used then the question is how are links
going to be funded. Who is going to fund the connection of a university group to one of the
ESNet nodes? In the case of HEP, the university groups have used their own funds to pay of lines
to Fermi Lab, etc, but many of the smaller IE and LE groups do not have the necessary funds to do
this. If model (2) is assumed, then the only hope for ER funded university groups is to be able to

~ reach ESNet via the NSF regional networks. The interconnections must be transparent, from a user
standpoint must be "flat", and must provide the functionality discussed in the Dunning, Greenwald
and Loken report. For this model, the question of chargeback will have to be settled by DOE and
NSF at the headquarters level.



From
Camegie Mellon

BNL

U. of Houston

U. of NMex

LBL

ORNL
BNL
Yale
UCLA

FOREIGN REQUIREMENTS

Nuclear Physics
To Date Type
SPS ? S,T
LEAR ? S,T
CERN >12/88 S
Heidelberg >12/88 S
KEK 12/89 ST
CERN ? S
Frascati ? S
Gran Sasso ? S
Torino ? S
Heidelberg ? S
Munich ? S
Marburg ? S
Karlsruhe ? S
KEK \ ? S,T
Heidelberg >89 S, T
Miinster >889 S, T
Karlsruhe >90 T,S
CERN >90 T,S
Rutherford >90 T.S
INFORMATION OBTAINED
JTROM DOE OFFICE

CERN(NA36) >88 S,T
CERN(WAS80) >88 S, T
CERN(NA34) >88 S,T
CERN(WAS80) >88 S,T
CERN(NA34) >88 S, T
GSI >88 ST
? ? ?

? ? ?

Contact

G.Franklin
(P. Barnes)

M. Levine
(Ole Hansen)

Larry Pinsky

J. McGill
G. Mitchell

D. Wolfe

L. Schroeder
A. Poskanzer
C. Gruhn

F. Plasil

S. Lindenbaum
Greenberger
G. Igo

J. Moss



United States Institutions that use the LAMPF at the Los Alamos National Laboratory

ABILENE CHRISTIAN UNIVERSITY
ACU STATION
ABILENE, TX 79699

ARGONNE NATIONAL LABORATORY
9700 S. CASS AVENUE
ARGONNE, ILLINOIS 60439

ARIZONA STATE UNIVERSITY
PHYSICS DEPARTMENT
TEMPE,AZ

ASSOCIATED WESTERN UNIVERSITIES, INC
142 EAST 200 SOUTH
SALT LAKE CITY, UTAH 84111

BALL STATE UNIVERSITY
MUNCIE, IN 47306

BATES LINEAR ACCELERATOR
MIDDLETON, MA 01949

BATTELLE PACIFIC NORTHWEST LAB.
P. 0. BOX 999 _
RICHLAND, WASHINGTON 99352

BELL LABORATORIES
MURRAY HILL, NJ 07974

BOSTON UNIVERSITY
111 CUMMINGTON STREET
BOSTON, MA 02148

BRIGHAM YOUNG UNIVERSITY
PROVO, UTAH 84602

BROOKHAVEN NATIONAL LABORATORY
UPTON, NY 11973

BROOKLYN COLLEGE
BROOKLYN, NEW YORK 11210

CALIFORNIA INSTITUTE OF TECHNOLOGY
PASADENA, CA 91125

CALIFORNIA POLYTECHNIC STATE UNIVERSITY
SAN LUIS OBISPO, CA 93407

CALIFORNIA STATE UNIVERSITY
NORTHRIDGE, CA 91330

CARNEGIE-MELLON UNIVERSITY
PITTSBURGH, PA 15213

CASE WESTERN RESERVE UNIVERSITY
CLEVELAND, OHIO 44106

CATHOLIC UNIVERSITY OF AMERICA
WASHINGTON, D.C. 20064

CENTRAL WASHINGTON UNIVERSITY
ELLENSBURG, WA 98926

CLARK UNIVERSITY
950 MAIN STREET
WORCESTER, MA 01610

CLARKSON UNIVERSITY
POTSDAM, NY 13676

COLLEGE OF WILLIAM & MARY
PHYSICS DEPARTMENT
WILLIAMSBURG,VA

COLLEGE OF WILLIAM AND MARY
PHYSICS DEPARTMENT
WILLIAMSBURG, VA 23185

COLORADO COLLEGE
COLORADO SPRINGS, COLORADO 80903

CONTINUOUS ELECTRON BEAM ACCELERATOR
FACILITY -CE
12070 JEFFERSON AVENUE
NEWPORT NEWS, VIRGINIA 23606

DREXEL UNIVERSITY
32ND/CHESTNUT STREETS
PHILADELPHIA, PA 19104

DUKE UNIVERSITY
- DURHAM, NORTH CAROLINA 27706

ELMHURST COLLEGE
ELMHURST, IL 60126

FERMI NATIONAL ACCELERATOR LABORATORY
P.O. BOX 500
BATAVIA, IL 60510

FLORIDA INTERNATIONAL UNIVERSITY
MIAMI, FL 33199



FLORIDA STATE UNIVERSITY
TALLAHASSEE, FLORIDA 32306

FOREIGN SCIENCE/TECHNOLOGY CTR.

220 7THST.NE
CHARLOTTESVILLE, VA 22901

FRANKLIN/MARSHALL COLLEGE
BOX 3003
LANCASTER, PA 17604

GEORGE MASON UNIVERSITY
FAIRFAX, VA 22030

GEORGE WASHINGTON UNIVERSITY
72521ST ST
WASHINGTON, DC

GEORGIA INSTITUTE OF TECHNOLOGY
ATLANTA, GA 30332

HARVARD UNIVERSITY
CAMBRIDGE, MASSACHUSETTS 02138

IBM WATSON RESEARCH CENTER
P.O.BOX 218
YORKTOWN HEIGHTS, NY 10598

IDAHO NATIONAL ENGINEERING LAB.

550 SECOND STREET
IDAHO FALLS, ID 83401

ILLINOIS INSTITUTE OF TECHNOLOGY
CHICAGO, 1L 60616

ILLINOIS STATE UNIVERSITY
NORMAL, IL 61761

INDIANA UNIVERSITY
PHYSICS DEPARTMENT
BLOOMINGTON, IN 47405

IOWA STATE UNIVERSITY
AMES, 1A 50011

JOHNS-HOPKINS UNIVERSITY
BALTIMORE, MARYLAND 21218

KANSAS STATE UNIVERSITY
MANHATTAN, KANSAS 66506

KENT STATE UNIVERSITY
KENT, OHIO 44242

LAWRENCE BERKELEY LABORATORY
UNIVERSITY OF CALIFORNIA
BERKELEY, CALIFORNIA 94720

LAWRENCE LIVERMORE NATIONAL LABORATORY
P.O. BOX 808
LIVERMORE, CALIFORNIA 94550

LEHIGH UNIVERSITY
BETHLEHEM, PA 18015

LOS ALAMOS NATIONAL LABORATORY
MS H841

PO BOX 1663

LOS ALAMOS, NM

LOUISIANA STATE UNIVERSITY
BATON ROUGE, LA 70803

MASSACHUSETTS INSTITUTE OF TECHNOLOGY
77 MASSACHUSETTS AVENUE
CAMBRIDGE, MA 02139

MICHIGAN STATE UNIVERSITY
EAST LANSING, MI 48824

NASA/LEWIS RESEARCH CENTER
CLEVELAND, OHIO 44135

NATIONAL BUREAU OF STANDARDS
WASHINGTON, D.C. 20234

NATIONAL SCIENCE FOUNDATION
1800 G STREET,NW -
WASHINGTON, D. C. 20550

NEW MEXICO INSTITUTE OF MINING/TECHNOLOGY
CAMPUS STATION
SOCORRO, NM 87801

NEW MEXICO STATE UNIVERSITY
PHYSICS DEPARTMENT
LAS CRUCES, N M 8803

NEW YORK UNIVERSITY
UNIVERSITY HEIGHTS
THE BRONX, NEW YORK 10453

NORTHWESTERN UNIVERSITY
EVANSTON, ILLINOIS 60210



OAK RIDGE NATIONAL LABORATORY
P.O. BOX
OAK RIDGE, TENNESSEE 37830

OHIO STATE UNIVERSITY
PHYSICS DEPARTMENT
174 W 18TH ST
COLUMBUS, OHIO 43210

OHIO UNIVERSITY
ATHENS, OHIO 45701

OREGON STATE UNIVERSITY
CORVALLIS, OR 97331

PENNSYLVANIA STATE UNIVERSITY
UNIVERSITY PARK, PA 16802

PRINCETON UNIVERSITY
PRINCETON, NEW JERSEY 08540

PURDUE UNIVERSITY
PHYSICS DEPARTMENT
WEST LAFAYETTE, IN 47907

RENSSELAER POLYTECHNIC INSTITUTE
TROY, NEW YORK 12181

RICE UNIVERSITY
HOUSTON, TX 77251

ROCKWELL HANFORD OPERATIONS
202-S 200-W
P.O. BOX 800
RICHLAND, WA 99352

RUTGERS UNIVERSITY
PHYSICS DEPT
PISCATAWAY, NJ

SAN JOSE STATE UNIVERSITY
SAN JOSE, CA 95192

SANDIA LABORATORIES, ALBQ
ALBUQUERQUE, NEW MEXICO 87185

SANDIA LABORATORIES, LIVERMORE
LIVERMORE, CA 94550

SCRIPPS INSTITUTION OF OCEANOGRAPHY
LAJOLLA, CA 92093

SOUTHEASTERN UNIVERSITY RESEARCH

ASSOCIATION

12070 JEFFERSON AVE.
NEWPORT NEWS, VA 23606

SOUTHWEST RESEARCH INSTITUTE
P.O. DRAWER 28510
SAN ANTONIO, TX 78284

STANFORD LINEAR ACCELERATOR CENTER
P.O. BOX 4349
STANFORD, CALIFORNIA 94305

STANFORD UNIVERSITY
PHYSICS DEPARTMENT
VARIAN PHYSICS BLDG
STANFORD, CA 94305

STATE UNIVERSITY OF NEW YORK, ALBANY
1400 WASHINGTON AVENUE
ALBANY, NY 12222

SYRACUSE UNIVERSITY
SYRACUSE, NY 13210

TEMPLE UNIVERSITY
PHILADELPHIA, PA 19122

TEXAS A/M UNIVERSITY
COLLEGE STATION, TEXAS 77843

TEXAS TECH UNIVERSITY
LUBBOCK, TX 79409

U.S. AIR FORCE
ALBUQUERQUE, NM

U.S. DEPARTMENT OF ENERGY
WASHINGTON, DC 20545

U.S. NAVAL ACADEMY
ANNAPOLIS, MD 21402

UNIVERSITY OF ALABAMA
P.O.BOX 1921
UNIVERSITY, AL 35486

UNIVERSITY OF ALBERTA
EDMONTON, ALBERTA
CANADA T6G 2J1

UNIVERSITY OF ARIZONA
TUCSON, AZ 85721



UNIVERSITY OF ARKANSAS
PHYSICS DEPARTMENT
PINE BLUFF, AK

UNIVERSITY OF CALIFORNIA AT LOS ANGELES
PHYSICS DEPT
LOS ANGELES, CA

UNIVERSITY OF CALIFORNIA, IRVINE
IRVINE, CA 92717

UNIVERSITY OF CALIFORNIA, LOS ANGELES
LOS ANGELES, CA 90024

UNIVERSITY OF CALIFORNIA, RIVERSIDE
RIVERSIDE, CA 92502

UNIVERSITY OF CALIFORNIA, SAN DIEGO
P.O. BOX 109
LAJOLLA, CA 92093

UNIVERSITY OF CALIFORNIA, SANTA BARBARA

SANTA BARBARA, CA 93106

UNIVERSITY OF CALIFORNIA, SANTA CRUZ
SANTA CRUZ, CA 95064

UNIVERSITY OF CHICAGO
5630 S. ELLIS
CHICAGO, IL 60637

UNIVERSITY OF CINCINNATI
CINCINNATI, OH 45221

UNIVERSITY OF COLORADO
BOULDER, CO 80309

UNIVERSITY OF CONNECTICUT
STORRS, CT 06268

UNIVERSITY OF DENVER
DENVER, CO 80210

UNIVERSITY OF GEORGIA
ATHENS, GA 30602

UNIVERSITY OF HOUSTON
HOUSTON, TX 77004

‘UNIVERSITY OF IDAHO
MOSCOW, IDAHO 83843

UNIVERSITY OF ILLINOIS
URBANA, ILLINOIS 61801

UNIVERSITY OF IOWA
IOWA CITY, 1A 52242

UNIVERSITY OF KANSAS
LAWRENCE, KANSAS 66044

UNIVERSITY OF KENTUCKY
LEXINGTON, KY 40506

UNIVERSITY OF LOUISVILLE
LOUISVILLE, KY 40292

UNIVERSITY, OF MARYLAND
COLLEGE PARK, MD 20742

UNIVERSITY OF MASSACHUSE'I'I‘S
AMHERST, MASSACHUSETTS 01003

UNIVERSITY OF MICHIGAN
PHYSICS DEPARTMENT
ANN ARBOR, MI 48109

MINNEAPOLIS, MINNESOTA
PHYSICS DEPARTMENT

116 CHURCH ST
MINNEAPOLIS, MN

UNIVERSITY OF MISSISSIPPI
UNIVERSITY, MS 38677

UNIVERSITY OF MISSOURI
COLUMBIA, MO 65211

UNIVERSITY OF MONTANA
MISSOULA, MONTANA 59812

UNIVERSITY OF NEW HAMPSHIRE
DURHAM, NH 03824

UNIVERSITY OF NEW MEXICO
ALBUQUERQUE, NM 87131

UNIVERSITY OF OKLAHOMA
PHYSICS DEPARTMENT
440 W. BROOKS
NORMAN, OKLAHOMA 73019

UNIVERSITY OF OREGON
EUGENE, OREGON 97403

UNIVERSITY OF PENNSYLVANIA
PHYSICS DEPARTMENT
209 S. 33RD ST



PHILADELPHIA, PA 19104

UNIVERSITY OF PHILADELPHIA
209 S.33RD ST.
PHILADELPHIA, PA

UNIVERSITY OF PITTSBURGH
PITTSBURGH, PA 15260

UNIVERSITY OF ROCHESTER
ROCHESTER, NY 14627

UNIVERSITY OF SOUTH CAROLINA
COLUMBIA, SOUTH CAROLINA 29208

UNIVERSITY OF SOUTHERN CALIFORNIA
LOS ANGELES, CALIFORNIA 90007

UNIVERSITY OF TEXAS
PHYSICS DEPARTMENT
AUSTIN, TX 78712

UNIVERSITY OF TEXAS, ARLINGTON
P.0. BOX 19363
ARLINGTON, TX 76014

UNIVERSITY OF UTAH
SALT LAKE CITY, UTAH

UNIVERSITY OF VIRGINIA
CHARLOTTESVILLE, VA 22901

UNIVERSITY OF WASHINGTON
SEATTLE, WA 98195

UNIVERSITY OF WYOMING
LARAMIE, WYOMING 82071

UTAH STATE UNIVERSITY
PHYSICS DEPT
LOGAN,UT 84322

VALPARAISO UNIVERSITY
PHYSICS DEPT
VALPRAISO, IN 46383

VASSAR COLLEGE
POUGHKEEPSIE, NY 12601

VIRGINIA STATE UNIVERSITY .
PETERSBURG, VA 23803

VPI/STATE UNIVERSITY
BLACKSBURG, VA 24061

WASHINGTON STATE UNIVERSITY
PULLMAN, WA 99164

WORCESTER POLYTECHNIC INSTITUTE
WORCESTER, MA 01609

YALE UNIVERSITY
217 PROSPECT AVE
NEW HAVEN, CT



Foreign Institutes that use the LAMPF facility at the Los Alamos National Laboratory.

BEN-GURION UNIVERSITY
BEERSHEVA, ISRAEL 84110

** CEN. SACLAY

91190 GIF-SUR-YVETTE
FRANCE

. CNRS.

15 QUAI ANATOLE FRANCE
PARIS, FRANCE

CENTRAL RESEARCH LAB. OF HITACHI,LTD.
TOKYO 185, JAPAN

CENTRE DE PHYSIQUE DES PARTICULES
FACULTE DES SCIENCES DE LUMINY
CASE 907 13288 MARSEILLE
CEDEX 9, FRANCE

CENTRE NATIONAL/RECHERCHE SCIENTIFIQUE
15 QUAI ANATOLE FRANCE

75007-PARIS

FRANCE

** CERN

1211 GENEVE 23
SWITZERLAND

CHALK RIVER NUCLEAR LABORATORIES
CHALK RIVER

ONTARIO, CANADA KO0J 1J0

CHALMERS UNIVERSITY OF TECHNOLOGY
$-412 96 GOTEBORG
SWEDEN '

CHANGSHA INSTITUTE OF TECHNOLOGY
NO. 137,YAN WA CHI STREET
CHANGSHA, HUNAN PROVINCE
PEOPLES REPUBLIC OF CHINA:

CHUKYO COLLEGE

TOKI-CHO, MIZUNAMI-SHI
GITU-KEN, JAPAN ‘

**  DESY
NOTKESTR. 85
2000 HAMBURG 52

WEST GERMANY

EIDGENOSSISCHE TECHNISCHE
HOCHSCHULE ZURICH
HONGGERBERG, CH-8093
ZURICH, SWITZERLAND

EINDHOVEN UNIVERSITY OF TECHNOLOGY
DEN-DOLECH 2 '

EINDHOVEN 5600MB
THE NETHERLANDS

ETH ZURICH
HONGGERBERG
CH-8093 ZURICH, SWITZERLAND

FIRST NAZIONALE FISICA NUCLEARE
SEZIONE DE CATANIA
195129 CATANIA
CORSO, ITALY 57

FLINDERS UNIVERSITY OF SOUTH AUSTRALIA
BEDFORD PARK, SA 5042, AUSTRALIA

** GSI
POSTFACH 110541
D-6100 DARMSTADT
WEST GERMANY

* GUSTAF WERNER INSTITUTE
S-75121 UPPSALA
SWEDEN

HACHINOHE INSTITUTE OF TECHNOLOGY
HACHINOHE, AOMORI
031 JAPAN

HAHN-MEITNER-INSTITUT
GLIENICKERSTRASSE 100

1 BERLIN 39

WEST GERMANY

HEBREW UNIVERSITY
RACAH INST OF PHYSICS
JERUSALEM 91904
ISRAEL



NATIONAL LABORATORY FOR HIGH ENERGY * SIMON FRASER UNIVERSITY
PHYSICS

BURNABY, B.C.
COUNTER EXPERIMENT DIVISION

CANADA V5A 156
OHO-MACHI, TSUKUBA-GUN
IBARAKI-KEN, 300-32, JAPAN » SIN
CH-5234 VILLIGEN
* NATIONAL RESEARCH COUNCIL OF CANADA ZURICH, SWITZERLAND
OTTAWA, ONTARIO
CANADA K1A 0R6 TATA INSTITUTE OF FUNDAMENTAL RESEARCH
BOMBAY, INDIA
NIHON UNIVERSITY '
KANDA-SURUGADAI, CHIYODA-KU TECHNISCHE UNIVERSITAT MUNCHEN
TOKYO, JAPAN PHYSIK DEPARTMENT, E 18
D8046 GARCHING
NIKHEF WEST GERMANY
P. 0. BOX 4395 |
1109 A] AMSTERDAM TEIKYO UNIV. SCHOOL OF MEDICINE
THE NETHERLANDS

2-11-1, KAGA, ITABASHI-KU

: TOKYO 173, JAPAN
PHILIPPS UNIVERSITAT, LAHNBERGE

D-355 MARBURG ** TEL-AVIV UNIVERSITY
WEST GERMANY

RAMAT AVIV, ISRAEL 69978
RISO NATIONAL LABORATORY

TOHOKU UNIVERSITY
P.O. BOX49 AZA-AOBA
DK-4000 ROSKILDE SENDALI, JAPAN
DENMARK
TOKYO INSTITUTE OF TECHNOLOGY
ROGALAND RESEARCH INSTITUTE OH-OKAYAMA, NEGURO
P. 0. BOX 2503 TOKYO, JAPAN
ULLANDHANG, N-4001
NORWAY

TOKYO METROPOLITAN UNIVERSITY
2-1-1 FUKAZAWA, SETAGAYA-KU

ROYAL INSTITUTE OF TECHNOLOGY, SWEDEN TOKYO 158, JAPAN

10044, STOCKHOLM, SWEDEN

UNIVERSIDAD SIMON BOLIVAR
RUDER BOSKOVIC INSTITUTE CARACAS, VENEZUELA
POBOX 1016
41001 ZAGREB, BIJENICKA 54 UNIVERSITA DEGLI STUDI
CROATIA,YUGOSLAVIA VIA LARGA

33100 UDINE, ITALY
** RUTHERFORD APPLETON LABORATORY

CHILTON, DIDCOT

UNIVERSITA DEGLI STUDY
OXON, U.K. OX11 0QX INSTITUTE DE FISICA
VIA LARGA 36
SAITAMA UNIVERSITY 33100 UDINE, ITALY
URAWA CITY

SAITAMA-KEN, JAPAN 336 ** UNIVERSITAT HEIDELBERG

D-6900 HEIDELBERG-1

SHEFFIELD UNIVERSITY WEST GERMANY

WESTERN BANK
SHEFFIELD, ENGLAND



HIROSHIMA UNIVERSITY
HIROSHIMA 730, JAPAN

HOCHSCHULE DER BUNDESWEHR MUNCHEN

WERNER-HEISENBERG-WEG 39
8014 NEUBIBERG
WEST GERMANY

INST. FUR RADIUMFORSCHUNG AND K
BOLTZMANNG 3

A-1040 VIENNA, AUSTRIA

INST. NAZIONALE DI FISICA NUCLEARE
VIA CELORIA 16

120133 MILANO, ITALY

INSTITUT DE PHYSIQUE NUCLEAIRE
B.P.NO.1

91406 ORSAY, CEDEX, FRANCE

** INSTITUT FUR KERNPHYSIK
JULICH

WEST GERMANY

INSTITUTE OF ATOMIC ENERGY, PRC
ACADEMIA SINICA
PEKING

PEOPLES REPUBLIC OF CHINA

INSTITUTE OF HIGH ENERGY PHYSICS, PRC

ACADEMIA SENECA
PO BOX 918, PEKING
PEOPLE'S REPUBLIC OF CHINA

INSTITUTE OF NUCLEAR RESEARCH, USSR
ACADEMY OF SCIENCES

PROFSOJUZNAJA 7A

MOSCOW, USSR

INSTITUTE OF THEORETICAL PHYSICS, PRC
ACADEMIA SINICA

P. O. BOX 2735 BEIJING

PEOPLE'S REPUBLIC OF CHINA

INSTITUTE R. BOSKOVIC
P.O.BOX 1016
41001 ZAGREB, YUGOSLAVIA

ISRAEL ATOMIC ENERGY COMMISSION
SOREQ NUCL. RESEARCH CENTRE
YAVNE, ISRAEL

JET
ABINGDON, OX14 3EA
ENGLAND

JORDAN UNIVERSITY
AMMAN, JORDAN

*h I(EK

ERNPHYSIK  NATL LAB FOR HIGH ENERGY PHYSICS

OHO-MACHI, TSUKUBA-GUN,
IBARAKI-KEN, 305 JAPAN

KERNFYSISCH VERSNELLER INSTITUUT
UNIVERSITEITS COMPLEX PADDEPOEL
GRONINGEN, THE NETHERLANDS

KFA
POSTFACH 1913
5170 JULICH 1
WEST GERMANY

KYOTO SANGYO UNIVERSITY
KAMIGAMO-MOTOYAMA
KYOTO 603, JAPAN

* KYOTO UNIVERSITY
UJI, KYOTO 611, JAPAN

LABORATORIO DE ESTUDOS AVANCADOS
SAO JOSE DOS CAMPOS
SAO PAULO, BRAZIL 12200

LABORATORIUM FUR KERNPHYSIK
ETH-HONGGERBERG

CH-8093 ZURICH

SWITZERLAND

LAKEHEAD UNIVERSITY
THUNDER BAY
ONTARIO, CANADA P7B 5E1

MAX-PLANCK INSTITUT FUR KERNPHYSIK
POSTFACH 103 980

D-6900 HEIDELBERG 1
WEST GERMANY

MAX-PLANCK-INSTITUTE
D-8000 MUNICH 23
WEST GERMANY

NAGOYA UNIVERSITY
FURO-CHO, CHIKUSA-KU
NAGOYA 464 JAPAN



UNIVERSITAT MUNCHEN
AM COULOMBWASSE
8046 GARCHING
WEST GERMANY

UNIVERSITE CATHOLIQUE DE LOUVAIN
INST PHYSIQUE/CHEMIN DU CYCL 2
B-1348 LOUVAIN-LA-NEUVE

BELGIUM

** UNIVERSITE DE GRENOBLE
53,AVENUE DES MARTYRS
38026 GRENOBLES, FRANCE

UNIVERSITE DE NEUCHATEL
2000 NEUCHATEL, SWITZERLAND

UNIVERSITE LAVAL - PHISIQUE
CITE UNIVERSITAIRE
QUEBEC, CANADA G1K 7P4

UNIVERSITET 1 TRONDHEIM
FYSISK INSTITUTT
NORGES LAERERHOGSKOLE
7000 TRONDHEIM, NORWAY

UNIVERSITY DE CLERMONT-FERRAND
B.P.NO. 45
AUBIERE, FRANCE

UNIVERSITY GIESSEN
2 PHYSIK INSTITUT
ARNDSTR. 2, D-63 GIESSEN
WEST GERMANY

UNIVERSITY MAINZ
INSTITUTE F. KERNPHYSIK
D65 MAINZ
WEST GERMANY

UNIVERSITY OF ADELAIDE
P.0.BOX 498
G.P.O. ADELAIDE SOUTH AUSTRALIA
AUSTRALIA 5001

UNIVERSITY OF BIRMINGHAM
P.0. BOX 363

BIRMINGHAM B15 2TT
ENGLAND

UNIVERSITY OF BERNE
PHYSICS INSTITUTE
SIDLERSTR. 5

CH-3012 BERN, SWITZERLAND

UNIVERSITY OF BONN
D-5300 BONN
WEST GERMANY

* UNIVERSITY OF BRITISH COLUMBIA, TRIUMF
VANCOUVER, B.C.
CANADA V6T 2A3

UNIVERSITY OF ERLANGEN
INSTITUTE OF THEORETICAL PHYSICS
8520 ERLANGEN
WEST GERMANY

UNIVERSITY OF FREIBURG, FAK. F. PHYSIKS
HERMANN-HERDER-STRASSE 3

FREIBURG, 1. BR.

WEST GERMANY

UNIVERSITY OF FRIBOURG
CH-1700 FRIBOURG, SWITZERLAND

* UNIVERSITY OF GENEVA
1211 GENEVE 4
SWITZERLAND

UNIVERSITY OF GLASGOW
GLASGOW G12 8QQ, SCOTLAND

UNIVERSITY OF HEIDELBERG
PHILOSOPHENWEG 12

69 HEIDELBERG

WEST GERMANY

UNIVERSITY OF INNSBRUCK
6020 INNSBRUCK
AUSTRIA

UNIVERSITY OF KARLSRUHE
POSTFACH 3640 |
75 KARLSHRUHE, WEST GERMANY

UNIVERSITY OF LONDON
REGENTS PARK
LONDON NW1 4NS, ENGLAND

** UNIVERSITY OF MANITOBA
WINNIPEG, MANITOBA
CANADA R3T 2N2

UNIVERSITY OF MARBURG
MAINZERGASSE 33
3550 MARBURG
WEST GERMANY



UNIVERSITY OF MELBOURNE
'PARKSVILLE, VICTORIA
AUSTRALIA 3104

UNIVERSITY OF PARIS
24 RUUE LHOMOND
75231 PARIS CEDEX 05, FRANCE

UNIVERSITY OF PETROLEUM/MINERALS

DHARAN, SAUDI ARABIA 31261

UNIVERSITY OF REGINA
REGINA, SASKATCHEWAN
CANADA

UNIVERSITY OF SIEGEN
59 SIEGEN 21
WEST GERMANY

UNIVERSITY OF SURREY
GUILDFORD, SURREY
UNITED KINGDOM

UNIVERSITY OF THE WITWATERSRAND
JOHANNESBURG, SOUTH AFRICA

JNIVERSITY OF TOKYO
TOKYO, JAPAN

UNIVERSITY OF TORINO
DELL UNIVERSITA DI TORINO
TORINO, ITALY 10125

UNIVERSITY OF TUBINGEN
TUBINGEN, WEST GERMANY

UNIVERSITY OF TURKU
SF-20500
TURKU 50, FINLAND

UNIVERSITY OF UDINE
VIA MANTICA 3
133100 UDINE

ITALY

UNIVERSITY OF YORK
HESLINGTON YORK
YO15DD
ENGLAND

UNIVERSITY OF UTRECHT
PRINCETONPLEIN 5

P.B. 80.006

THE NETHERLANDS

UNIVERSITY OF VICTORIA
VICTORIA, B.C., CANADA V8W 2Y2

UNIVERSITY OF VIENNA
A-1090, BOLTZMANNG. 3
VIENNA, AUSTRIA

UNIVERSITY OF WEST ONTARIO
LONDON, ONTARIO
CANADA N6A 3K7

UNIVERSITY OF ZAGREB
P.O. BOX 162
41001 ZAGREB, YOGOSLAVIA

* UNIVERSITY OF ZURICH
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