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Abstract 
IPv6 is the current version of IP, the protocol that is used to route traffic across internet connections. This standard was 
originally developed as a new approach to mitigate concerns about address exhaustion and allow for near infinite 
scalability. While this protocol has gained significant support in mobile and broadband networks, as well as being the 
default for networks in emerging economies, it has yet to be fully adopted as a standard deployment model. Complications 
include legacy devices unable to support the proposed changes, as well as potential challenges that exist between devices 
that may not be able to fully implement current standards or configuration norms.  

The SCinet volunteers who deliver advanced networking to support the SC Conference set an ambitious goal of deploying 
an IPv6-only network at SC23. While the necessary technology is widely available and understood, the implications of 
deployment to support more than 15,000 users, each with multiple devices of different operating environments and ages, 
presents a unique technology and policy challenge. This paper will highlight the effort put into designing, implementing, 
and operating this innovative IPv6-only environment.  

CCS CONCEPTS • Network protocols • Network layer protocols • Routing protocols 
Additional Keywords and Phrases: IPv6, Network Monitoring, Network Architecture 

1 Introduction 
Internet Protocol version 6 (IPv6) [1] is the most recent version of the Internet Protocol (IP) [2] that is used to transit 
traffic across and between networks. The IPv6 standard was developed by the Internet Engineering Task Force (IETF) as 
a replacement for IPv4 in the late 1990s, was fully ratified in 1998, and was updated to the current standard in 2017 [37, 
38]. As of early 2024, the global user base of IPv6 ranges between 40% and 45% [3, 18].  
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SCinet is a global collaboration of volunteers who design, build, and operate the SCinet network to support the SC 
Conference. Since its inception at the SC Conference in 1991, SCinet has provided SC attendees with an innovative 
network platform necessary to connect, transport, and display research at SC from around the world. SCinet is the ideal 
testbed to demonstrate technologies and allows volunteers an opportunity to test compatibility across platforms and 
components [4, 36] 

SCinet has long been a proponent of IPv6 and has implemented “dual-stack” networks (e.g., availability of both IPv4 
and IPv6 addressing) for the conference as far back as 2003 [5]. To this end, SCinet has dedicated resources for over 20 
years toward promoting IPv6 use when possible. For SC23, the SCinet team of volunteers set an ambitious goal of 
deploying an IPv6-only network. This paper will highlight all the successes and challenges that were presented by 
designing and attempting to implement IPv6-only in a greenfield network. Additionally, we will cover how far 
translation technologies like NAT64 [9] and DNS64 [7] have come, and how RFC 8925 (DHCPv4 Option 108) [11] is a 
critical transition technology between IPv4 and IPv6. 

2 IPV6 PROTOCOL 
IPv6 is the current version of the IP standard, the communications protocol that assists in identifying and locating 
computers that are connected via communications networks, and is used to route traffic across internet connections. 

2.1 Background 
The IPv6 standard was developed by the IETF as a replacement for IPv4. The IETF standard was ratified in 1998 and 
updated in 2017. As the Internet grew in popularity in the 1990s, exhaustion of address space was a serious concern due 
to flawed methods of allocation as well as a general lack of planning for the popularity of the technology. The work on 
the IPv6 standard began in 1995, offering a far wider addressing scheme (e.g., 128-bit addresses) that would allow 2128, 
or approximately 3.4×1038 total addresses [37, 6]. To further illustrate the scale of these numbers, it is estimated that 
there are 1019 grains of sand on Earth. 

2.2 State of Deployment 
Deployment of IPv6 has steadily been increasing for over 20 years. Starting in approximately 2010, all major operating 
systems for personal computers and other consumer devices were able to utilize the protocol. As of early 2024, the global 
user base of IPv6 ranges between 40% and 45%. Adoption is strong across mobile telephone networks, but deployment is 
non-uniform and varies widely by country. Countries including France, Germany, and India can claim greater than 50% 
deployment for most traffic, with the United States, Brazil, Japan, and other countries approaching 50%. However, 
Russia and China have less than 10% adoption, with some countries in Africa and Asia having less than 1% IPv6 
adoption [3, 17, 18, 19, 20, 21]. 

2.3 United States Federal Guidance 
Starting in 2005, the U.S. government specified that the network backbones of all federal agencies had to be upgraded to 
support IPv6 operation by June 30, 2008. Additional requirements were instituted in 2010, wherein federal agencies must 
provide dual-stack IPv4/IPv6 access to external/public services by 2012, and internal clients were to utilize IPv6 by 
2014. The U.S. Federal Acquisition Rules (FAR) document 11.002 has required that all procurements comply with 
specific IPv6 technical capabilities to qualify for procurement for over 10 years [43]. 

Lastly, in November 2020, the U.S. Office of Management and Budget (OMB) issued the latest federal IPv6-only 
policy in its memorandum (M-21-07) directing all federal government agencies to complete at least 80% of the transition 
from IPv4 to IPv6-only by 2025 [14, 15]. Beyond the efforts in the United States, other governments have instituted 
similar policies [39]. 
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3 SCinet 
SCinet is a global collaboration of networking experts who provide the fastest and most powerful volunteer-built network 
in the world for the SC Conference. Designed and created from new technology requirements each year, the SCinet 
network brings together experts who provide a platform that connects attendees and exhibitors to the world [4]. 

3.1 Background 
Volunteers from academia, government, and industry work together to design and deliver the SCinet infrastructure each 
year. Industry contributors donate millions of dollars in equipment and services needed to build and support the local and 
wide area networks. SCinet showcases cutting-edge technologies in network, hardware, protocols, information systems, 
software, and security — pushing the boundaries of networking technologies.  

SCinet has become more than a research network. It provides wired and wireless network connectivity to all 
conference attendees while in the host city’s convention center. Hundreds of network switches and wireless access points 
throughout the convention center are deployed in the weeks leading up to the SC Conference. Thousands of attendees 
and presenters, each bringing numerous devices, expect and depend on SCinet to provide a reliable, high-speed, open 
network infrastructure. 

 

Figure 1: SCinet architecture from SC23, November 2023, Denver CO [45] © The International Conference for 
High Performance Computing, Networking, Storage, and Analysis (SC) 

3.2 Network Architecture 
The SCinet Network Architecture is designed to address two core use cases: 

• Operational network that supports connectivity for approximately 15,000 attendees, volunteers, and 
staff 

• Research-oriented network that supports high-performance demonstrations around the world 
Figure 1 shows the SCinet network. This infrastructure relies on optical transport provided by six wide area network 

(WAN) providers, delivered over four different transportation systems. This heterogeneity of technology is a core 
strength of SCinet and something the volunteers take pride in yearly: interoperability across platforms helps build 
understanding of how each will operate in a non-conference scenario. 
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3.3 SC23 Goals & Achievements 
At SC23 in Denver, Colorado, SCinet comprised more than 200 volunteers hailing from 9 countries, 31 states, and 113 
institutions. The SCinet teams installed nearly 13 miles of fiber, over 400 wireless access points, and delivered a WAN 
capacity of 6.71 terabits per second (Tbps). All of this was accomplished following the SCinet creed: one year to design, 
one month to build, one week to operate, and one day to tear down.  

To keep with SCinet’s theme of innovation, SC23’s mission was to promote IPv6 adoption to the fullest extent 
possible. This meant designing the network to operate primarily as an IPv6-only enterprise network, offering methods of 
translation to support devices that were unable to natively communicate. There are a number of ways to accomplish this, 
but due to the varied nature of consumer devices that SCinet can expect to support, a number of mitigations were planned 
to ensure full coverage [16]. 

4 MOTIVATION & IMPLEMENTATION 
Despite the wide availability of IPv6 addressing and numerous sets of instructions and experiences that can be used to 
assist with deployment, network operators continue leveraging IPv4 and extending its useful life through the use of 
approaches, such as Network Address Translation (NAT), for many valid reasons. Downtime means lost productivity and 
revenue, thus a full deployment of a protocol that may not be entirely adopted by all devices that populate the network 
can be a notable impediment in a critical operations environment. Migrating to IPv6 is not a simple feat, with client 
devices and operating systems having varying levels of support for IPv6. Commercial equipment manufacturers may not 
offer support or quality assurance parity with IPv4 in their IPv6 portfolio, which has much to do with the larger market 
having institutional knowledge and a longstanding installation of IPv4 [22, 23, 24, 25]. 

Outside factors are spurring the deployment and support for IPv6, however. Cloudflare Radar reported in September 
2023 that 37% of connections to cloud-based services are using IPv6 [13]. Amazon Web Services (AWS), a major 
provider of cloud services, has recently announced that it will begin charging users effective February 1, 2024, 
$0.005/hour per IPv4 address (or $43.80/year per address) [12]. This powerful financial incentive will force many cloud-
native applications to reconsider their operating environments.  

Starting in January of 2023, SCinet initiated early planning activities to design an IPv6-only network. This exercise 
involved identifying the technology that would be deployed, how it would be configured and tested, and ways that 
SCinet could monitor status and ensure basic connectivity for all connected devices.  

There are three major ways to impart IPv6 functionality within a network: 
• IPv6-only 
• Dual-stack (e.g., accommodating both IPv4 and IPv6) 
• Use of DHCPv4 "option 108" to enable an RFC6145 customer-side translator (CLAT), frequently 

described as “IPv6-mostly” [40, 41, 42] 
The following sections describe each of these approaches, including the positive and negative features they offer 

when deployed on a production network. 

4.1 Dual-stack Operation 
The most common way of deploying IPv6 in network infrastructure is through a process called dual-stack: the 
simultaneous availability of IPv6 for devices that are capable of using the protocol, along with a fallback mechanism for 
devices that are unable to utilize function in an IPv6-only environment. In practice, there are still many legacy devices, 
applications, and services that cannot work properly in an IPv6-only environment. This may be due to the IPv6 protocol 
not being implemented in the firmware or operating systems of the devices, faulty or incomplete IPv6 implementations, 
or a lack of motivation to support the protocol. It has been observed that the government mandate is a powerful motivator 
for some operators, but there is no other mechanism to encourage general purpose consumer devices to adopt the new 
protocol.  

Dual-stack networks provide the best user experience, but at the expense of not responding to the IPv4 address 
shortage at all. In this mode of operation, a device will be assigned an IPv6 address when applicable, but the network can 
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fall back to a legacy IPv4 mode of addressing and operation as needed. This does little to force application developers 
and service providers to switch and has the perverse incentive of allowing older devices to function in perpetuity. Dual-
stack networks also have the double-sided effect of masking poor, incomplete, or broken IPv6 implementations by 
allowing failover to legacy IPv4, thus allowing these implementation flaws and oversights to exist unnoticed for long 
periods of time. Although common, dual-stack deployments are not a robust way to encourage full IPv6 adoption. 

4.2 IPv6-only 
The state of support for IPv6-only differs mostly by device type or, more precisely, by the underlying operating system. 
It is routine to provide IPv6-only networks, and in doing so, to rely on backup mechanisms to ensure that the older 
devices have a way to communicate. As described in [32], the intelligence of a network has historically lived on the 
edges, within the connecting devices. Recent advancements in technology have slowly pushed more functionality into a 
smarter network core. The ideal place to address translation between protocols will thus rely on network devices and 
protocols deployed by operators.  

 Technologies exist to assist with IP address translation, and many are easily deployed in environments like the 
SCinet network. NAT64 [10] and DNS64 [9] are designed to support connection between an IPv6-only network and 
legacy IPv4 networks, and they are commonly used as a way to deliver IPv6 connectivity while transparently passing 
IPv4 traffic to devices. With these devices, the operating system itself is not the preventative technology, as most major 
operating systems post-2010 have had support for IPv6, but the applications they use may communicate only with IPv4 
addresses. Such applications will not work unless an IPv4 address is provisioned to the device. 

The use of Customer-side transLATors (CLAT) can also assist, but this method is far from standard in operating 
system environments. Translation architecture has been standardized in RFC6145 and RFC6146, but methods to activate 
CLAT may vary based on vendor implementation. Once activated, CLAT will allow applications initiating connectivity 
via IPv4 to reach their intended destinations via a NAT64 prefix. This translation is seamless to the user and application 
as long as NAT64 is properly configured. 

4.3 Use of DHCPv4 Option 108 
One of the biggest challenges of deploying an IPv6-only network is the number and variety of devices that could appear 
on a general-purpose network such as SCinet. The SC conference could experience attendee counts above 15,000, and it 
is common for attendees to have at least one connected device — if not more — during conference operations. This can 
mean connections for anywhere from 5,000 to 20,000 hosts during busy periods of the day. While some hosts are capable 
of operating in IPv6-only mode, others might still have IPv4 dependencies that require IPv4 addresses to operate 
properly. To incrementally roll out IPv6-only, we wanted to provide a network where it was possible to have both IPv6-
only and dual-stack devices in one network. This is where DHCPv4 option 108 [11] comes in. 

Most consumer devices do not care which addressing scheme they are given when negotiating access to a network 
connection. Aside from devices that require a specific static address or route, connections to a wired or wireless 
connection will utilize DHCP (Dynamic Host Configuration Protocol) [8] to receive essential communication 
information. This approach has been widely adopted since 1997. Starting in 2020, with the adoption of RFC 8925, a new 
way that DHCP operates was designed to allow for the specification of IPv6 operation: an "IPv6-only Preferred" option 
(e.g., DHCPv4 option type 108). Using this configuration at the DHCP server level allows a connecting device to signal 
its capability to work properly on an IPv6-only network. This is done by requesting this option during the usual DHCP 
handshake. If the DHCP server is aware that the particular network supports IPv6-only operation, it will include such an 
option in the response, which will make the client stop the DHCP handshake before an IPv4 address is assigned. 
Therefore, despite the fact the network is dual-stack capable, IPv4 addressing is provided only to legacy clients not 
requesting the IPv6-only Preferred DHCP option. 

Using these three major strategies for IPv6 deployment, SCinet set out to implement each of them during design, 
configuration, and operation of the SC23 conference network. The next section will discuss some of the findings of this 
exercise and ways that other networks can learn from the positive and negative aspects of the experience. 
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5 PRACTICAL RESULTS 

 

Figure 2: SCinet traffic flow. 

The annual SCinet design process takes approximately six to nine months. During this time the volunteers are tasked 
with ensuring that all of the use cases for connectivity are adequately documented and supported. This process produced 
the traffic pattern shown in Figure 2. This design was tested using several simulations in a cloud environment, using 
virtual network hardware and a virtual test client machine, in an effort to understand where bottlenecks for traffic and 
service may exist as well as points of the network that needed to have additional high-availability components added. It 
was understood and accepted that even with the designed mitigations to provide IPv6-only services, an IPv4 operating 
mode (e.g., dual-stack) must still be available as a fallback to support legacy devices and services that could not be 
supported. 

With this block diagram in mind, the following sections will describe the configuration experience and practical 
results for the major parts of SCinet that were employed to manage IPv6 services and traffic. 

5.1 Basic Connectivity 
It is critical to ensure basic IPv6 connectivity is functional before standing up any other services within a networking 
environment. In practice, it is not uncommon, either by policy or by mistake, to filter Internet Control Message Protocol 
(ICMP) [33], a protocol that makes it possible to pass administrative-level messages, along with supporting a number of 
monitoring and debugging tools. In many cases, operators may configure a network to block ICMP completely, since it 
has developed a reputation as being a security risk due to the way that devices consume and handle the protocol, and in 
the past, it has led to certain types of attacks (e.g., the “ping of death”) [47]. Nevertheless, it is critical when initially 
setting up IPv6 to ensure that components can communicate clearly and effectively.  

Preventing the use of ICMPv6 makes finding problems with IPv6 transition mechanisms much more challenging. 
While IPv4 Address Resolution Protocol (ARP) [34] was found to be working between the main conference router and 
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NAT64 firewall, as shown in Figures 1 and 2, it was observed that the control plane was not functioning as expected. It 
was discovered that this was related to the protocol policies, which resulted in faulty operation of the “IPv6 neighbor 
discovery,” a process that leverages ICMPv6 messages and solicited-node multicast to discover the link layer (MAC) 
addresses of a neighbor on the same Layer 2 segment, as well as to discover and keep track of local routers [48]. In this 
scenario, SCinet’s IPv4 prefix was advertised, and provisioned to the hosts as expected, but all IPv6 connectivity was not 
functional. After debugging, a few BGP filtering changes were required, which resulted in successful reconfiguration. 

5.2 NAT64 and DNS64 
As described in Section 4.2, NAT64 must be used as a transition mechanism for IPv6-only hosts to reach IPv4-only 
servers, to ensure true end-to-end reachability. Working in concert with NAT64, should an IPv6-only client without a 
CLAT enabled try to reach a Fully Qualified Domain Name (FQDN) that has only an IPv4 A record, DNS64 will 
synthesize an AAAA record that corresponds to the NAT64 equivalent IPv6 address. The SCinet volunteers chose to 
have both IPv4 and IPv6 DNS resolvers on our “SC23v6” wireless network set to our DNS64 servers. This ensured that 
even dual-stacked clients without CLAT support would prefer IPv6 and NAT64 at all times. 

A High Availability (HA) pair of firewalls was configured within SCinet for use solely as the NAT64 translation 
appliance. By having the NAT64 service exist on a dedicated device and using the well-known NAT64 prefix of 
64:ff9b::/96, the routing function that SCinet provides was greatly simplified [35]. This approach was extensively tested 
in multiple testbeds to understand the impacts of the configuration in practice.  

Given that the majority of users are connected to the internet through multiple devices, and each device relies heavily 
on services that are remotely deployed and locally accessed, DNS performance is critical. Due to the large number of 
clients that rely on the service during the operation of the conference, SCinet maintains direct control over DNS servers 
located both on-site and remotely at volunteer institutional sites. This design was implemented in the 2010s to combat 
network congestion and add reliability, and to date has resulted in high availability of the service and zero observed 
outages. SCinet deployed dedicated DNS and DNS64 servers, via BIND [44], to address these needs. As a last resort, 
backup systems were configured to use well-known IPv4 and IPv6 DNS servers located at Google and Cloudflare. 

5.3 DHCPv4, DHCPv6, and SLAAC 
As described in Section 4.3, a fully functional DHCPv4 server and scope of operation are required at all times. This is 
done to ensure that legacy devices still have a way to connect seamlessly, as well as to support newer devices that can 
understand new options and behaviors, such as DHCPv4 option 108. The SCinet DHCPv4 configuration was 
automatically generated using configuration information logged via SCinet’s internal database of services, links, and 
capabilities.  

The SCinet network, now with DHCPv4 option 108 enabled, announced DNS64 server addresses within the DHCPv4 
scope of operation. In most situations, networks only choose to announce DNS64 servers on the IPv6-only networks that 
need them; all other dual-stack networks should use the regular DNS servers so that IPv4 traffic stays native to the IPv4 
stack without an unnecessary NAT64 translation. The SC23 network comprises a special circumstance, however: anyone 
connecting is effectively opting-in to have any legacy IPv4 traffic translated in flight. This approach was progressive and 
did result in the majority of devices functioning without issue for the duration of the show. Several issues were 
encountered and mitigated with manual changes to device configuration, defined in Section 6. 

The use of Stateless Address Auto-Configuration (SLAAC) was adopted as the primary method to assign IPv6 
addresses. This was designed to work in tandem with the SCinet routers and firewalls. The network devices were 
reconfigured to send first-hop Router Advertisements (RAS) supported Recursive DNS Server (RDNSS) [31], and thus 
there was no immediate need for DHCPv6.  

While DHCPv6 would make network security investigations easier in some cases, the ubiquitous use of IPv6 privacy 
addresses on most devices makes DHCPv6 less desirable than it was in the past: most hosts will still generate privacy 
addressing and source traffic from these temporary addresses even in the presence of DHCPv6. Some institutions may 
have a strong desire to use DHCPv6 within environments where group policies and mobile device management have 
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been configured to disable privacy addresses, as this may simplify firewall rules and rogue-device management. 
Although DHCPv6 was not configured at SC23, we may choose to further utilize DHCPv6 in the future. 

6 LESSONS LEARNED 
SCinet made a number of important observations during the deployment, testing, and operation of this network. During 
operation, although IPv6 connection count eventually outpaced the IPv4 connection count as the conference started 
(Figure 3), IPv4 throughput remained strong, due to a number of external services that had to utilize IPv4.  

The following sections serve as cautionary guidance for those who are contemplating deploying an IPv6-only 
network in practice in the near term. It is expected that as technology matures in the coming years at the consumer device 
level, the service level, and the application level, many of these problems will cease to be major blockers to IPv6 use. 
Several resources were consulted during the build process that provided insights into previous approaches [26, 27, 28, 
29, 30]. 

6.1 Virtual Private Networks (VPNs) 
A number of SCinet users who rely on Virtual Private Network (VPN) connections to reach home institutions 
experienced connectivity problems. This problem was not present for all VPN manufacturers and configurations, but was 
experienced by several users, resulting in their choice to forgo the use of IPv6 connectivity to support these applications. 
SCinet’s own VPN, deployed as a service for those who were working remotely, had underlying configuration settings 
altered to support operation. It is common for many institutions to configure VPN clients in a manner that results in all 
DNS traffic directed towards their internal DNS servers. While this results in VPN clients having no issues with internal 
DNS queries to their home institution, this was problematic for DNS64 operations. 

Specifically, the use of “split tunneling” of IPv4 routes on a host computer, with only an IPv6 IP address, resulted in 
the largest set of problems. One instance involved the use of remote cloud-based productivity resources that had to be 
accessed through the home institution’s connection to maintain license requirements. 

 

Figure 3: SCinet connection statistics at the start of SC23. 
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6.2 Non-OEM Operating System Environments 
A number of users who had customized operating system environments (e.g., systems that were specifically configured 
to disable portions of the networking subsystem for security or privacy reasons) failed to connect to the IPv6 network 
over wireless or wired connections. Given that these environments were specifically designed to function in limited 
circumstances, SCinet did not spend resources trying to work with their specific requirements. SCinet volunteers did find 
that some institutionally managed devices had corporate policies in place to either disable or reduce the functionality of 
the IPv6 network stack, which resulted in no possibility of connection. This issue was particularly difficult to 
troubleshoot, as the computer would receive an IPv6 address and DHCPv4 option 108 would disable IPv4 networking, 
but then IPv6 would not function at all, leaving the computer in a partially connected state. These issues were to be 
reported back to the institution by the user. 

6.3 Multicast Router Advertisements 
SCinet follows the recommendations of RFC 4286 for Multicast Router Discovery. This approach involves routers 
periodically sending a router advertisement packet that announces availability to the multicast group, and allows a given 
host to receive router advertisements from all routers, building a list of default routers. Generally, this operation is done 
frequently, and full lists can propagate in minutes. Section 5.1 outlined the need to support ICMPv6, which is typically 
the reason why this operation may fail. After still experiencing problems, SCinet made the choice to fall back to unicast 
advertisements: the list of SCinet routers (and upstream peers) is a manageable quantity to maintain directly, and this 
approach led to more operational stability.  

Router advertisements are by default sent via multicast to all clients in a network. SCinet witnessed a large quantity of 
multicast messages either delayed or missing. It was the case that the router was configured to send out router 
advertisements at a default minimum of 3 seconds and a maximum of 4 seconds. When clients connected to the wireless 
network, it was common to see the router solicitation going out, but then the router advertisement wouldn’t arrive for 
almost a minute. To combat this, SCinet configured the router to send router advertisements out via unicast. This made 
the IPv6 connectivity significantly faster, less than 1 second vs a minute or more.  

Additionally, a regularly deployed feature termed “client isolation” was reconsidered. Typically, SCinet would allow 
this, as it allows clients to interact with each other directly. As the number of connected clients increased, multicast 
traffic began to inundate the network, which led to performance issues on the wireless side not just related to IPv6. 
Disabling this facilitated a reduction in traffic and a better overall user experience.  

In addition to the use of multicast as a core function of IPv6, deploying IPv6 over wireless entails specific 
considerations, which can be found in the IETF neighbor discovery considerations document [46]. 

6.4 Wireless SSIDs 
SCinet has traditionally advertised two SSIDs for wireless: a general-purpose SSID (e.g., “SC23”) that has no default 
password or restrictions, and “eduroam,” which uses the IEEE 802.1X protocol (e.g., WPA2-enterprise) and a system of 
interconnected RADIUS (Remote Authentication Dial-In User Service) servers to manage access for authentication and 
authorization back to institutional accounts. On average, 40% of conference attendees will use the eduroam SSIDs by 
default, since many have access to this resource at their home institution. This can be seen in Figure 4.  
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Figure 4: SCinet SSID connection statistics at the end of SC23. 

One of the goals of the year-long IPv6 project was to ensure transparent operation where possible. Both of these 
SSIDs were designed to work in a way that would function as cleanly as possible for all users (e.g., operating in dual-
stack mode and failing back to IPv4 when possible). For future years, the addition of a new network that indicates it is 
IPv6-only will be added, with the goal of offering IPv6 connectivity only via the DHCPv4 option 108 approach. Unlike 
the SC23v6 SSID, this new network might not feature any IPv4 internet access and offer a captive portal policy, resulting 
in a user being notified gracefully to join a different SSID with dual-stack capabilities. This will lead to more accurate 
IPv6-only client statistics — but at the cost of a more complicated user experience. 

7 SCINET NEXT STEPS 
SCinet begins planning for the next year immediately after the conclusion of the previous year, and the volunteers are 
actively engaged in ways to learn from the list of findings presented in Section 6. SCinet teams will be tasked with 
moving toward full adoption of IPv6 within the SCinet network as well as for supporting all conference attendees with 
reliable and scalable network solutions. 
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