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Abstract. In widely distributed systems generally, and in
science-oriented Grids in particular, software, CPU time,
storage, etc., are treated as “services” — they can be
allocated and used with service guarantees that allows
them to be integrated into systems that perform complex
tasks. Network communication is currently not a service —
it is provided, in general, as a “best effort” capability with
no guarantees and only statistical predictability.

In order for Grids (and most types of systems with widely
distributed components) to be successful in performing the
sustained, complex tasks of large-scale science — e.g., the
multi-disciplinary simulation of next generation climate
modeling and management and analysis of the petabytes of
data that will come from the next generation of scientific
instrument (which is very soon for the LHC at CERN) —
networks must provide communication capability that is
service-oriented: That is it must be configurable,
schedulable, predictable, and reliable. In order to
accomplish this, the research and education network
community is undertaking a strategy that involves changes
in network architecture to support multiple classes of
service; development and deployment of service-oriented
communication services, and; monitoring and reporting in
a form that is directly useful to the application-oriented
system so that it may adapt to communications failures

In this paper we describe ESnet’s approach to each of
these — an approach that is part of an international
community effort to have intra-distributed system
communication be based on a service-oriented capability.

Keywords. Energy Sciences Network (ESnet), networks
for large-scale science, network planning, networks and
service oriented environments.
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Figure 1. ESnet provides global high-speed Internet connectivity for DOE facilities and collaborators

(ESnet in early 2007).

1. The Network Today
1.1. ESnet’s Mission

ESnet’s mission is to provide an interoperable, effective, reliable, high performance
network communications infrastructure, along with selected leading-edge Grid-related and
collaboration services in support of the large-scale, collaborative science that is integral to the
mission of DOE’s Office of Science (SC).

ESnet must provide services that enable the SC science programs that depend on:

Sharing of massive amounts of data

Supporting thousands of collaborators world-wide

Distributed data processing

Distributed data management

Distributed simulation, visualization, and computational steering

Collaboration with the US and International Research and Education community



To this end, ESnet provides network and collaboration services to DOE laboratories.
ESnet also serves programs in most other parts of DOE.

1.2. ESnet Defined

ESnet is:

e A large-scale IP network built on a national circuit infrastructure with high-speed
connections to all major US and international research and education (R&E) networks

e Anorganization of 30 professionals structured for the service

e  An operating entity with an FY06 budget of $26.6M

e A tier 1 ISP providing direct peering will all major networks — commercial,
government, and research and education (R&E)

e The primary DOE network providing production Internet service to almost all of the
DOE Labs and most other DOE sites. This results in ESnet providing an estimated
50,000 - 100,000 DOE users and more than 18,000 non-DOE researchers from
universities, other government agencies, and private industry that use SC facilities
with global Internet access.

1.3. ESnet’s Place in U. S. and International Science

A large fraction of all of the national data traffic supporting U.S. science is carried by
three networks — ESnet and Internet2, and National Lambda Rail. These three entities fairly

Figure 2. The large-scale data flows in ESnet reflect the scope of Office of Science collaborations.
ESnet’s top 100 data flows generate 50% of all ESnet traffic (ESnet handles about 3x10° flows/mo.) 91 of the
top 100 flows are from the DOE Labs (not shown) to other R&E institutions (shown on the map) (CY2005
data).




well represent the architectural scope of science-oriented networks.

ESnet is a network in the traditional sense of the word. It connects end-user sites to
various other networks. Internet2 is primarily a backbone network. It connects U.S. regional
networks to each other and International networks. NLR is a collection of light paths or lambda
channels that are used to construct specialized R&E networks.

ESnet serves a community of directly connected campuses — the Office of Science Labs.
In essence ESnet interconnects the LANs of all of the Labs to the outside world. ESnet also
provides the peering and routing needed for the Labs to have access to the global Internet.
Internet2 serves a community of regional networks that connect university campuses. These
regional networks — NYSERNet (U.S. northeast), SURAnet (U.S. southeast), CENIC
(California), etc., — have regional aggregation points called GigaPoPs and Internet2
interconnects the GigaPoPs. Internet2 is mostly a transit network — the universities and/or the
regional networks provide the peering and routing for end-user Internet access. This is very
similar to the situation in Europe where GEANT (like Internet2) interconnects the European
National Research and Education Networks (NRENS) that in turn connect to the LANSs of the
European science and education institutions. (The NRENSs are like the US regional networks,
but organized around the European nation-states).

The top-level networks — ESnet, Internet2, GEANT, etc. — work closely together to ensure
that they have adequate connectivity with each other so that all of the connected institutions
have high-speed end-to-end connectivity to support their science and education missions.
ESnet and Internet2 have had joint engineering meetings for several years (Joint Techs) and
ESnet, Internet2, GEANT, and CANARIE (Canada) have also formed an international
engineering team that meets several times a year.

An ESnet goal is that connectivity from DOE Lab to US and European R&E institutions
should be as good as Lab to Lab and University to University connectivity. The key to
ensuring this is engineering, operations, and constant monitoring. ESnet has worked with the
Internet2 and the international R&E community to establish a suite of monitors that can be
used to continuously check a full mesh of paths through all of the major interconnection points.

2. Next Generation Networks
2.1. Evolving Science Environments Drive the Design of the Next Generation ESnet

Large-scale collaborative science — big facilities, massive amount of data, thousands of
collaborators — is a key element of DOE’s Office of Science. The science community that
participates in DOE’s large collaborations and facilities is almost equally split between SC labs
and universities, and has a significant international component. Very large international (non-
US) facilities (e.g., the LHC particle accelerator at CERN in Switzerland and the ITER
experimental fusion reactor being built in France) and international collaborators participating
in US based experiments are now also a key element of SC science, requiring the movement of
massive amounts of data between the SC labs and these international facilities and
collaborators. Distributed computing and storage systems for data analysis, simulations,
instrument operation, etc., are becoming common, and for data analysis in particular, Grid-



style distributed systems predominate. (See, e.g., the Open Science Grid — an SC led
distributed Grid computing project — http://www.opensciencegrid.org/)

This Grid-based science environment is very different from that of a few years ago and
places substantial new demands on the network. High-speed, highly reliable connectivity
between labs and US and international R&E institutions is required to support the inherently
collaborative, global nature of large-scale science. Increased capacity is needed to
accommodate a large and steadily increasing amount of data that must traverse the network to
get from instruments to scientists and to analysis, simulation, and storage facilities. High
network reliability is required for interconnecting components of distributed large-scale
science computing and data systems and to support various modes of remote instrument
operation. New network services are needed to provide bandwidth guarantees for data transfer
deadlines, remote data analysis, real-time interaction with instruments, coupled computational
simulations, etc.

There are many stakeholders for ESnet. Foremost are the science program offices of the
Office of Science: Advanced Scientific Computing Research, Basic Energy Sciences,
Biological and Environmental Research, Fusion Energy Sciences, High Energy Physics, and
Nuclear Physics — see http://www.science.doe.gov/. ESnet also serves labs and facilities of
other DOE offices (e.g., Energy Efficiency and Renewable Energy, Environmental
Management, National Nuclear Security Administration, and Nuclear Energy, Science and
Technology). Other ESnet stakeholders include SC-supported scientists and collaborators at
non-DOE R&E institutions (more than 85% of all ESnet traffic comes from, or goes out to
non-DOE R&E organizations), and the networking organizations that provide networking for
these non-DOE institutions.

Requirements of the ESnet stakeholders are primarily determined by three approaches: 1)
Instruments and facilities that will be coming on-line over the next 5-10 years and will connect
to ESnet (or deliver data to ESnet sites in the case of LHC and IETR) are characterized by
considering the nature of the data that will be generated and how and where it will be stored,
analyzed, and used. 2) The process of science in the disciplines of direct interest to SC is
examined to determine how the process of that science will change over the next 5-10 years
and how these changes will drive demand for new network capacity, connectivity, and services.
3) ESnet traffic patterns are analyzed based on the use of the network in the past 2-5 years to
determine the trends, and then projecting this usage forward in time, thus determining how the
network must change to accommodate the future traffic patterns implied by these trends.

2.2. A Case Study: The Data Analysis for the Large Hadron Collider®

The major high energy physics (HEP) experiments of the next twenty years will break
new ground in our understanding of the fundamental interactions, structures and symmetries
that govern the nature of matter and space-time. Among the principal goals are to find the
mechanism responsible for mass in the universe, and the “Higgs” particles associated with

a

Material for this sections is drawn from the “Report of the Standing Committee on Inter-Regional Connectivity
(SCIC), Networking for High Energy Physics,” February 8, 2007 [7], and from conversations between WEJ and
Harvey Newman of Caltech.
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Figure 3. The Large Hadron Collider at CERN

An aerial view of CERN and a graphic showing one of the two large experiments (the CMS detector).
The LHC ring is 27 km circumference (8.6 km diameter) and provides two counter-rotating, 7 TeV
proton beams collide in the middle of the detectors. (Images courtesy CERN.)

mass generation, as well as the fundamental mechanism that led to the predominance of matter
over antimatter in the observable cosmos.

The largest collaborations today, such as CMS [12] and ATLAS [13], which are building
experiments for CERN’s Large Hadron Collider program (LHC [14]), each encompass some
2000 physicists from 150 institutions in more than 30 countries. The current generation of
operational experiments at Stanford Linear Accelerator Center (SLAC) (BaBar [15]) and
Fermilab (DO [16] and CDF [15]), as well as the experiments at the Relativistic Heavy lon
Collider (RHIC, [18]) program at Brookhaven National Lab, face similar challenges. BaBar,
for example, has already accumulated datasets approaching a petabyte.

The HEP problems are among the most data-intensive known. Hundreds to thousands of
scientist-developers around the world continually develop software to better select candidate
physics signals from particle accelerator experiments such as CMS, better calibrate the
detector and better reconstruct the quantities of interest (energies and decay vertices of
particles such as electrons, photons and muons, as well as jets of particles from quarks and
gluons). These are the basic experimental results that are used to compare theory and
experiment. The globally distributed ensemble of computing and data facilities (e.g., see
Figure 4), while large by any standard, is less than the physicists require to do their work in an
unbridled way. There is thus a need, and a drive, to solve the problem of managing global



resources in an optimal way in order to maximize the potential of the major experiments to
produce breakthrough discoveries.

Collaborations on this global scale would not have been attempted if the physicists could
not assume the existence of reliable, high capacity, feature-rich networks: to interconnect the
physics groups throughout the lifecycle of the experiment, and to make possible the
construction of Data Grids capable of providing access, processing and analysis of massive
datasets. These datasets will increase in size from petabytes to exabytes (10*® bytes) within the
next decade. Equally as important is highly capable middleware (the Grid data management
and underlying resource access and management services) that is used to facilitate the
management of world wide computing and data resources that must all be brought to bear on
the data analysis problem of HEP [6].

Tiered Model of Regional Computing and Analysis Centers

Building on developments in the early HEP grid projects (PPDG and GriPhyN/iVDGL in
the US, and the EU DataGrid), the LHC experiments have adopted the Data Grid Hierarchy of
four “Tiers” of globally distributed computing and storage resources. Data at the experiment
are stored at the rate of 200-1500 Mbytes/sec throughout the year, resulting in many Petabytes
per year of stored and processed binary data that are accessed and processed repeatedly by
worldwide collaborators.

Referring to Figure 4, processing and analyzing the data requires the coordinated use of
the entire ensemble of Tier-N facilities. The relatively few large Tier-0 and Tier-1 facilities are
best suited for the high priority large-scale tasks of systematic data processing, archiving and
distribution, and data curation. Moving down the hierarchy to the smaller and more numerous
Tier-2 and Tier-3 facilities, individuals and small groups have greater control over how these
resources are allocated to small and medium-sized tasks of special interest to them. The
Tier-2s, which comprise an estimated 40% of the overall CPU resources, are also foreseen to
be the source of most of the simulated data and where most of the later-stage data analysis will
take place.

The basic effectiveness of the grid hierarchy concept in a large-scale production setting is
being shown clearly in the large-scale grid-based production operations of the LHC
experiments, in partnership with the major grid projects OSG and EGEE [19]. The increasing
scale and efficiency of these operations supporting the LHC and other major HEP experiments,
as well as other science communities, has been accompanied by an increasing efficiency and
scale of network usage.

While the top-down picture of the hierarchical computing model and its use in the LHC
service challenges has been relatively simple until now, effective use of the compute and
storage resources at Tier-2s would benefit greatly from more opportunistic data distribution
and local data access. There will therefore be a tendency towards more dynamic data flow
among the Tiers, as a growing number of physics groups learn to use the production-oriented
and standalone tools effectively. In the longer run, when the community of thousands of
physicists will share both local and more remote resources to analyze their data, dynamic and
efficient use of the network would enable the community to balance its resource usage, and to
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Figure 4. A refined view of the LHC Data Grid Hierarchy, developed in the DISUN project, where

operations of the Tier-2 centers and the U.S. Tier-1 center are integrated through network connections
with typical speeds in the 10 Gbps range.

make more effective use of local and regional resources where a group may have higher
priority.

Refined View of the LHC Computing Model

At the start of LHC data-taking in 2007-2008, a typical Tier-2 site is expected to comprise

of order 500-1000 kSi2000% of CPU power, and 100-300 TBytes of useable disk space for
each experiment served.

Given the scale and nature of storage at the Tier-2s, none of the individual Tier-2 sites will
have sufficient resources to host all the relevant data samples for its regional user community.
Instead, there will be a need to dynamically move data and user applications among the
collection of Tier-2 sites and the corresponding Tier-1 center (for example, the U.S. Tier-2s
and U.S. Tier-1s at Fermilab or Brookhaven) in order to optimally exploit the physics potential
of the experiment. Accordingly, there will be a corresponding need for the Tier-2 centers to be
connected by high bandwidth networks.

Responding to this vision and the corresponding needs, four of the U.S. CMS Tier-2s have
initiated the DISUN project, illustrated in Figure 4. The physics data caches depicted at the
center of the ring in the figure are distributed across Tier-2 sites, and are made available to
scientists as a managed and high-throughput data resource supported by high throughput data
transport services which are currently under development. It is also important to note that the
diagram is schematic. The European Tier-2s are connected via the GEANT2 network

a . . . . N .
CINT2000 is a measure of compute-intensive integer performance; kSi2000 is units of a thousand times the
CINT2000 metric. An Intel P4 Xeon at 2.8GHz is approximately 1 kS12000. See www.spec.org



infrastructure, while the US Tier 1s and Tier 2s are interconnected via high-bandwidth
peerings between ESnet and Internet2 at the major points of presence in Chicago (StarLight)
and New York (MANLAN).

Nature of the Distributed Data Management and Analysis Systems

The LHC data management system has several characteristics that result in requirements
for the network and its services.

e The systems are widely distributed — typically spread over continental or inter-
continental distances. The systems are data intensive and high-performance, typically
moving terabytes a day for months at a time. (See Figure 5.)

e The system are high duty-cycle, operating most of the day for months at a time in
order to meet the requirements for data movement.

e Such systems clearly depend on network performance and availability, but these
characteristics cannot be taken for granted, even in well-run networks, when the
multi-domain network path is considered. In fact, they cannot be taken for granted
even within a single well-run, high-capacity network.

e The applications must be able to get guarantees from the network that there is
adequate bandwidth to accomplish the task at hand. The applications must be able to
get information from the network that allows graceful failure and auto-recovery and
adaptation to unexpected network conditions that are short of outright failure (which
is much more common than complete failure).

In other words, the network has to behave like a service that provides guarantees and

information to support recovery when the guarantees are not met. The application then must be
capable of using such information to implement dynamic reconfiguration strategies and so on.

As more experience is gained with the current generation of applications and prototype
network services, several things are becoming clear. One is that the network has inadequate
tools to monitor the new services like virtual circuits (“VVC”) and report back to the application
in sufficient detail for the application to respond in an intelligent way. Another is that because
VC services are relatively coarse-grained with respect to applications (VCs are typically set up
between sites at this point), the application will have to share the bandwidth of a VC.

2.3. Network Requirements from Data and Collaboration Characteristics of DOE Office of
Science Instruments, Facilities, and Science Practice

There are some 20 major instruments and facilities currently operated or being built by SC,
plus the LHC (CERN, Switzerland) and ITER (France). To date, ESnet has characterized 14 of
these for their future requirements. Facilities such as DOE’s big accelerators (RHIC at
Brookhaven, SNS at Oakridge) and supercomputer centers (NERSC at Lawrence Berkeley,
NLCF at Oak Ridge, and ALCF at Argonne), as well as the LHC at CERN, are typical of the
hardware infrastructure of the science supported by the Office of Science. These facilities
generate four types of network requirements: bandwidth, connectivity and geographic footprint,
reliability, and network services.
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Figure 5. Data transfers by the CMS PhEDEX application. The graphs illustrate one of the LHC “Service
Challenges” — application, site, and network readiness exercises — during 2006. In this case 1-2 petabytes/month
data movement operated for 5 months. (Courtesy the CMS collaboration. See
http://cmsdoc.cern.ch/cms/aprom/phedex/)

In order to determine the requirements of SC science based on how the process of
conducting scientific research will change, a set of case studies were developed in which the
science communities were asked to describe how they expected to have to be doing their
science in five and ten years in order to make significant progress. Computer scientists then
worked with the scientists to translate the new processes into network requirements — in
particular those related to collaboration, data sharing and remote analysis, remote instrument
control, and large-scale simulations coupled with each other and/or with external sources of
data (e.g., operating instruments)[2]. Bandwidth needs are determined by the quantity of data
produced and the need to move the data for remote analysis. Connectivity and geographic
footprint are determined by the location of the instruments and facilities, and the locations of
the associated collaborative community, including remote and/or distributed computing and
storage used in the analysis systems. These locations also establish requirements for
connectivity to the network infrastructure that supports the collaborators (e.g., ESnet
connectivity to Internet2 and the US regional R&E networks, and GEANT and the European
national R&E networks — the NRENS).

The reliability requirements are driven by how closely coupled the facility is with remote
resources. For example, off-line data analysis — where an experiment runs and generates data
and the data is analyzed after the fact — may be tolerant of some level of network outages. On
the other hand, when remote operation or analysis must occur within the operating cycle time
of an experiment (“on-line” analysis, e.g., in magnetic fusion experiments), or when other
critical components depend on the connection (e.g., a distributed file system between
supercomputer centers), then very little network downtime is acceptable. The reliability issue
is critical and drives much of the design of the network. Many scientific facilities in which



DOE has invested hundreds of millions to billions of dollars, together with their large
associated science communities, are heavily dependent on networking. Not surprisingly, when
the experiments of these facilities depend on the network, then these facilities and scientists
demand that the network provide very high availability (99.99+%), in addition to very high
bandwidth.

The fourth requirement is in the area of types of service. In the past, networks typically

provided a single network service — best-effort delivery of data packetsa— on which are built
all of today’s higher-level applications (FTP, email, Web, socket libraries for application-to-
application communication, etc.), and best-effort IP multicast (where a single outgoing packet
is, sometimes unreliably, delivered to multiple receivers). In considering future uses of the
network by the science community, several other network services have been identified as

requirements, including bandwidth guaranteesb, traffic isolation®, and reliable multicast.

Bandwidth guarantees are typically needed for on-line analysis, which always involves
time constraints. Another type of application requiring bandwidth guarantees is distributed
workflow systems such as those used by high energy physics data analysis. The inability of
one element (computer) in the workflow system to adequately communicate data to another
will ripple through the entire workflow environment, slowing down other participating systems
as they wait for required intermediate results, thus reducing the overall effectiveness of the
entire system.

a Packet management by IP networks is not deterministic, but rather statistical. That is, the IP packets that make up,
e.g., a TCP stream are injected into the network from many computers that are all connected to a single router — e.g. a
typical large SC Lab will have many internal “subnets” all of which connect through different interfaces to a single site
gateway router that provides connectivity to the outside world. The packets are queued in the router in whatever order
they reach the routing processor (also called the forwarding processor). The packets in the queue waiting to be
forwarded to their next-hop destination are intermixed indiscriminately by virtue of being queued immediately from
several different input connections. As long as the queue does not overflow this is not an issue (in fact it is the norm)
since every packet is routed through the network independently of every other packet. If the packets come into a router
through several interfaces and they are all processed out through a single interface — as is typical, e.g., for a site
gateway router that has several connections on the site side and a single connection on the Wide Area Network side —
then it is possible for the forwarding processor to fall behind. This can happen either because the forwarding processor
is not fast enough to keep up with the routing (which is rare in modern routers) or because the aggregate input traffic
bandwidth exceeds the bandwidth of the single output interface (a circumstance that, in principle, is easily realized).
When this happens the input queue for the forwarding engine will fill and “overflow” — this is called network
congestion. The overflow process is a random discard of the incoming packets, and the overall effect is that there is no
guarantee that a packet sent to a router is forwarded on to its next hop toward its destination — packet forwarding is a
“best-effort” process. (Users typically see congestion as a slowdown in the network — they do not see the packet loss
directly because most applications use TCP as a reliable transport protocol. TCP uses IP packets to move data through
the network and it detects packet loss and automatically resends the lost IP packets in order to ensure reliable data
delivery.)

Bandwidth guarantees are provided in IP networks by doing two things: First, the packets in a bandwidth-
guaranteed connection are marked as high priority and are forwarded ahead of any waiting best-effort packet. Second,
the bandwidth-guaranteed connections are managed so that, in aggregate, they never exceed the available bandwidth
anywhere in the path to their destination. This entails limiting the input bandwidth of a bandwidth-guaranteed
connection to an agreed upon value, and then by limiting the number of such connections so as not to exceed the
available bandwidth along the path.

Traffic isolation is provided in a way similar to bandwidth guarantees in that the packets are queued and forwarded
in such a way that they do not interact with other classes of traffic such as best-effort.



Traffic isolation is required because today’s primary transport mechanism — TCP — is not
ideal for transporting large amounts of data across large (e.g., intercontinental) distances.
There are protocols better suited to this task, but these protocols are not compatible with the
fair-sharing of TCP transport in a best-effort network, and are thus typically penalized by the
network in ways that reduce their effectiveness. A service that can isolate the bulk data
transport protocols from best-effort traffic is needed to address this problem.

Reliable multicast is a service that, while not entirely new, must be enhanced to increase
its effectiveness. Multicast provides for delivering a single data stream to multiple destinations
without having to replicate the entire stream at the source, as is the case, e.g., when using a
separate TCP-based connection from the source to each receiver. This is important when the
data to be delivered to multiple sites is too voluminous to be replicated at the source and sent
to each receiving site individually. Today, IP multicast provides this capability in a fragile and
limited way (IP multicast does not provide reliable delivery as TCP-based transport does).
New services may be required to support reliable and robust multicast.

In the case studies that have been done to date [5], one or more major SC facilities have
identified a requirement for each of these network capabilities.

The case studies of [2], [4], and [5] were picked both to get a good cross-section of SC
science and to provide realistic predictions based on highly probable changes in the scientific
process in the future. The case studies were conducted over several years and included the
following Office of Science programs and associated facilities; Magnetic Fusion Energy,
NERSC, ACLF, NLCF, Nuclear Physics (RHIC), Spallation Neutron Source, Advanced Light
Source, Bioinformatics, Chemistry / Combustion, Climate Science, and High Energy Physics
(LHC).

Summary of the conclusions of the case studies

There is a high level of correlation between network requirements for large and small-
scale science — the primary difference being bandwidth — and so meeting the requirements of
the large-scale stakeholders will generally provide for the requirements of the smaller ones,
provided the required services set is the same.

Some of the non-bandwidth findings from the case studies included:

e The geographic extent and size of the user base of scientific collaboration is
continuously expanding. As noted, DOE US and international collaborators rely on
ESnet to reach DOE facilities, and DOE scientists rely on ESnet to reach non-DOE
facilities nationally and internationally (e.g., LHC, ITER). Therefore, close
collaboration with other networks is essential in order to provide high-quality end-to-
end service, diagnostic transparency, etc.

e Robustness and stability (network reliability) are essential. Large-scale investment in
science facilities and experiments makes network failure unacceptable when the
experiments depend on the network.

e Science requires several advanced network services for different purposes. There are
requirements for predictable latency and quality of service guarantees to support
remote real-time instrument control, computational steering, and interactive



visualization. Bandwidth guarantees and traffic isolation are needed for large data
transfers (potentially using TCP-unfriendly protocols), and network support for
deadline scheduling of data transfers.

The aggregation of requirements from the 14 case studies (see [5]) results in:

e Reliability
—  The Fusion requirements of 1 minute of down time during an experiment that
runs 8-16 hours a day, 5-7 days a week, implies a network availability of
99.999%. LHC data transfers can only tolerate a small number of hours of outage
in streams that operate continuously for 9 months per year, otherwise the analysis
of the data coming from the LHC will fall too far behind to ever catch up. This
implies a network availability of 99.95%.
— These needs result in a requirement for redundancy (which is the only practical
way to achieve this level of reliability) both for site connectivity and within
ESnet.
e  Connectivity
— The geographic reach of the network must be equivalent to that of the scientific
collaboration. Multiple peerings with the other major R&E networks are needed
to add reliability and bandwidth for inter-domain connectivity. This is critical
both within the US and internationally.
e Bandwidth
— A bandwidth of 10 Gb/s site-to-site connectivity is needed now, and 100 Gh/s
will be needed by 2010. Multiple 10 Gb/s peerings (interconnections) with the
major R&E networks will be needed for data transfers. The network must have
the ability to easily deploy additional 10 Gb/s circuits and peerings as needed by
new science projects.
Bandwidth and service guarantees are needed end-to-end, so all R&E networks must
interoperate as one seamless fabric. Flexible rate bandwidth guarantees are needed — that is, a
project must be able to ask for the amount of bandwidth that it needs and not be forced to use
more or less.
The case studies include both quantitative and qualitative requirements.

2.4. Requirements from Observing Traffic Patterns

From the analysis of historical traffic patterns, several clear trends emerge that result in
requirements for the evolution of the network so it can handle the projected traffic load.
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Figure 6. Total ESnet traffic by month, 2000-2007. The segmented bars from mid-2004 on show

that fraction of the total traffic in the top 1000 data flows (which are from large-scale science facilities).

(There are typically several billion flows per month in total, most of which are minuscule compared to the
top 1000 flows.)

The first, and most obvious, pattern is the exponential growth of the total traffic handled
by ESnet (Figure 6 and Figure 7). This traffic trend represents a 10x increase every 47 months
on average since 1990 (Figure 7). ESnet traffic just passed the 1 petabyte per month level with
about 1.5 Gbh/s average, steady-state load on the New York-Chicago-San Francisco path. If this
trend continues (and all indications are that it will accelerate), the network must be provisioned
to handle an average of 15 Gb/s in four years. This implies a minimum backbone bandwidth of
20 Gb/s, because the network peak capacity must be at least 40% higher than the average load
in order for today’s protocols to function properly with bursty traffic (which is the norm). In
addition, the current traffic trend suggests that 200 Gb/s of core network bandwidth will be
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Figure 7. Log plot of ESnet traffic since 1990.
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Figure 8. ESnet’s traffic patterns are evolving due to increasing use of parallel file movers.

required in eight years. This can only be achieved within a reasonable budget by using a
network architecture and implementation approach that allows for cost-effective scaling of
hub-to-hub circuit bandwidth.

The second major change in traffic is the result of a dramatic increase in the use of parallel
file mover applications (e.g., GridFTP). This has resulted in the most profound change in
traffic patterns in the history of ESnet. Over the past two years, this has resulted in a change
from the historical trend where the peak system-to-system (“workflow™) bandwidth of the
largest network users increased along with the increases in total network traffic, to a situation
where the peak bandwidth of the largest user systems is coming down, and the number of
flows that they generate is going up, while the total traffic continues to increase exponentially.
This reduction in peak workflow bandwidth, together with an overall increase in bandwidth, is
the result of the decomposition of single large flows into many smaller parallel flows. In other
words, the same types of changes that happened in computational algorithms as parallel
computing systems became prevalent are now happening in data movement — that is, parallel
I/0 channels operating across the network. This is illustrated in Figure 8, where the top 100
host-to-host data transfers, in one month averages, for a sampling of months over the past 18
months, are represented in the bar charts labeled “Host to Host Traffic.” (The “stair-step”
appearance arises from groups of associated parallel file movers that move approximately the
same amount of data while operating.) Next to these graphs is the total network traffic for that
month, segmented as in Figure 6.

The third clear traffic trend is that over the past two years the impact of the top few
hundred workflows — there are of order 6 x 10° flows per month in total — has grown from
negligible before mid-2004 to more than 50% of all traffic in ESnet by mid-2006! This is




illustrated in Figure 6, where the top part of the traffic bars shows the portion of the total
generated by the top 100 hosts.

The fourth significant pattern comes from looking at the source and destination locations
of the top data transfer systems — an examination that shows two things. First is that the vast
majority of the transfers can easily be identified as science traffic since the transfers are
between two scientific institutions with systems that are named in ways that reflect the name of
the science group. Second, for the past several years the majority of the large data transfers
have been between institutions in the US and Europe and Japan, reflecting the strongly
international character of large science collaborations organized around large scientific
instruments (Figure 9).

Finally, Figure 9—only somewhat jokingly referred to as the “onslaught of the LHC” — also
illustrates the limitation of using traffic trends alone to predict the future network needs of
science. No traffic observations could have predicted the upsurge in LHC data movement, both
from CERN to the SC Labs and from the SC Labs to US