
Broadening the scope of optical circuit networks
Malathi Veeraraghavan

University of Virginia
Charlottesville, VA 22904
Email: mv5g@virginia.edu

Inder Monga
ESnet, LBNL

Berkeley, CA 94720
Email: imonga@lbl.gov

Abstract—Advances in optical communications and switching
technologies are enabling energy-efficient, flexible, higher-
utilization network operations. To take full advantage of
these capabilities, the scope of optical circuit networks can be
increased in both the vertical and horizontal directions. In the
vertical direction, some of the existing Internet applications,
transport-layer protocols, and application-programming
interfaces need to be redesigned and new ones invented to
leverage the high-bandwidth, low-latency capabilities of optical
circuit networks. In the horizontal direction, inter-domain
control and management-protocols are required to create a
global-scale interconnection of optical circuit-switched networks.
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I. INTRODUCTION

The objective of this work is to provide an overall vision for
broadening the scope of optical circuit networks. Our motiva-
tion for this study is driven bottom-up by the capabilities of
various optical circuit networking technologies. The current
use of optical circuit networks, which is to provide leased-
line service, is rather limited in scope. The purpose of this
paper is to examine how new dynamic circuit services can
be leveraged on these networks in potentially new use cases
involving datacenters and campus networks.

Section II provides background on data-, control-, and
management-plane aspects of optical circuit networks. New
dynamic circuit services and potential opportunities for using
these services are described in Section III. Advances made
in the research-and-education networking (REN) community
are summarized in Section IV, and missing pieces needed to
expand the scope of optical circuit networks are discussed in
Section V. The paper is summarized in Section VI.

II. BACKGROUND

Background information is provided on data-, control-, and
management-plane aspects of optical circuit networks, and an
example of a deployed optical circuit network is presented.

A. Data plane

Optical network elements consist of amplifiers, dis-
persion compensation modules, transponders, multiplex-
ers/demultiplexers including reconfigurable optical add/drop
multiplexers (ROADMs), and optical crossconnects (OXCs).
Optical platforms available in the marketplace implement one
or more of these elements. These platforms are deployed in

metro-area and wide-area core networks, and are typically used
to provide point-to-point circuits between IP routers.

ROADMs and OXCs are Wavelength Division Multiplexed
(WDM) circuit switches. The optical circuits are referred to
as lightpaths, and are used to carry high-rate signals, e.g.,
10 Gbps and higher. Electronic switches are used today to
create sub-wavelength circuits. Two types of switches are in
use today: Time-Division Multiplexed (TDM) and connection-
oriented packet-multiplexed (also referred to virtual-circuit)
switches. TDM switches based on the Optical Transport Net-
work (OTN) hierarchy [1] are referred to as Digital cross-
connects (DXCs). Virtual circuit (VC) technologies include
MultiProtocol Label Switching (MPLS) Transport Profile [2],
and Ethernet Virtual Local Area Network (VLAN) and Carrier
Ethernet [3]. Newer technologies that support sub-wavelength
circuits include spectrum-sliced elastic optical path network
(SLICE) [4], and Digital SubCarrier Multiplexing (DSCM)
[5].

Since Ethernet is the dominant technology used in Network
Interface Cards (NICs), in campus and datacenter switches,
and in provider IP routers, mapping techniques are required
to transport Ethernet frames over circuits/VCs. Standards have
been defined to carry Ethernet over MPLS VCs [6] or over
TDM/WDM circuits [7]. Edge devices can be configured to
map all Ethernet frames arriving on a port to a particular
MPLS VC or TDM/WDM circuit, or tagged Ethernet frames
with a particular VLAN ID can be directed to an MPLS
VC or TDM/WDM circuit. These mapping techniques enable
the creation of end-to-end circuits where the ends could be
computers, Ethernet switches, or IP routers.

B. Control and management planes

Circuit/VC networks require a setup phase for circuit/VC
provisioning prior to data transmission. Circuit setup/release
can be handled using control-plane or management-plane solu-
tions. The Path Computation Element (PCE) Communication
Protocol (PCEP) [9] has been developed for determining the
path for a circuit. The computed path is passed down to
the ingress switch to initiate circuit provisioning using Re-
source reSerVation Protocol with Traffic Engineering (RSVP-
TE) [10], which is part of the Generalized MPLS (GMPLS)
standards.

If the frequency of circuit setup/release actions is low,
centralized management-plane solutions are sufficient. Most
switch vendors offer network management systems to execute
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Figure 1: Internet2’s optical circuit (Layer 1), Ethernet-switched (Layer 2), and IP-routed (Layer 3) networks [8]

circuit provisioning actions, which falls under the “configu-
ration” category of the umbrella term Fault, Configuration,
Accounting, Performance and Security (FCAPS) used to char-
acterize the management plane. Typically, circuit provisioning
for leased-line service is executed using these centralized
network management systems.

Control-plane protocols to support advance reservation of
circuits/VCs are under development in the Open Grid Forum,
referred to as Network Services Interfaces (NSI) connection
services [11]. An earlier protocol, Inter-Domain Controller
Protocol (IDCP) [12], has been implemented and is in use
in RENs. Centralized servers (one per domain1) handle all
advance-reservation circuit requests, and use IDCP or NSIv2
for inter-domain server-to-server communications. Just before
the scheduled start time of a circuit, each centralized server
initiates intra-domain MPLS VC provisioning, which occurs
in a hop-by-hop manner using the built-in RSVP-TE software
in the MPLS switches.

More recently, Software Defined Networking (SDN) and
OpenFlow2 are being leveraged to develop centralized solu-
tions for circuit/VC provisioning.

In summary, the RSVP-TE signaling protocol is part of
the control-plane software implemented in switches to enable
distributed circuit provisioning. All three types of systems,
i.e., network management systems, advance-reservation circuit
schedulers, and PCE engines, are typically implemented in
servers external to the switches. Similarly, SDN controllers,
run on external servers, communicate via the OpenFlow pro-

1The term “domain” is used here to represent an autonomous system, i.e.,
a network under one organization’s ownership.

2https://www.opennetworking.org/

tocol, which is implemented as part of switch software.

C. Example deployment

As an example of today’s use of optical circuit networks,
we show a US-wide core optical circuit network and describe
how it is used. Fig. 1 shows Internet2’s deployed optical
circuit network, which consists of over 60 ROADMs (Layer-
1)3, while in contrast there are only 9 IP routers and 26
Ethernet switches. Static point-to-point optical circuits are
configured through this network of ROADMs to interconnect
IP routers (Layer 3) and Ethernet switches (Layer 2). These
inter-router/inter-switch circuits are intra-domain, but inter-
domain circuits are also used, e.g., a Univ. of Memphis IP
router connects to the Chicago Internet2 IP router via an
optical circuit passing through six ROADMs from Memphis to
Chicago (backhaul access link). ESnet4 runs an optical circuit
network on the same fiber footprint as Internet2, and uses this
network for creating static circuits between its IP routers.

A traceroute executed using Internet2’s routerproxy Web
site5 from the Internet2 Seattle router to Univ. of California
(UC) at Davis (in northern California) showed the path as
traversing from Internet2’s Seattle router to Internet2’s Los
Angeles router (in southern California), which has a direct
peering with a CENIC (regional REN in California) router.
From the CENIC Los Angeles router, the path travels back
up north to reach a CENIC router in the Bay Area that is
peered with UC Davis’ campus router. This example illustrates
that even though path latencies are longer in this multi-layer

3Some of the 300+ Ciena network elements listed in Fig. 1 are regeneration
points without add/drop capability.

4http://www.es.net
5http://routerproxy.grnoc.iu.edu/internet2/



Figure 2: Communication services possible with optical circuit
networks

topology, fewer IP routers can be deployed when compared to
ROADMs to limit costs.

III. OPPORTUNITIES

Given the type of large-scale optical-circuit network de-
ployment described above, we consider the question of what
opportunities, if any, exist for broadening the scope and value
of these networks. First, we describe how two relatively new
types of services can be supported on optical-circuit networks,
and then consider the use cases enabled by these services.

A. Services

Optical circuit networks are used today primarily to support
leased-line and Virtual Private Network (VPN) services. Fig. 2
shows two other communication services that could potentially
be offered on a large-scale (inter-domain) basis on optical
circuit networks: Scheduled Dynamic Circuit Service (SDCS)
and Unscheduled Dynamic Circuit Service (UDCS).

First we consider how leased-line/VPN service differs from
SDCS and UDCS, and then we describe differences be-
tween SDCS and UDCS [13]. With leased-line/VPN service,
customers purchase a single contract for point-to-point cir-
cuits/VCs or a multipoint VPN with specified endpoints, rate,
and duration, which is typically on the order of months to
years. In contrast, SDCS and UDCS require each customer
to purchase an access link on a long-term (e.g., two years)
contract to connect its endpoint to the service provider’s
switch, and then customers can request circuits/VCs with
specified rates to any other SDCS/UDCS customer for short-
term usage.

Now we consider how UDCS differs from SCDS. UDCS is
the same as Plain Old Telephone Service (POTS) except that
UDCS supports flexible circuit rates unlike POTS in which
all circuits are 64 kbps. UDCS is effectively a queueing based
service while SDCS is a reservation based service (e.g., people
stand in queues to get on to city buses, while they make
reservations for flights). In a queueing based service, there
is no scheduler. Instead jobs/customers request immediate
service upon arrival but may be required to wait in a queue
if there are other jobs/customers ahead of them. In POTS
however, there is no buffer to hold calls because a circuit
requires channel allocations on multiple links of the end-to-end
path, which means that if a channel is assigned to a call on one
link while the call is waiting for channel allocations at other
links the assigned channel is being wasted. Therefore, POTS
is set up to be a call blocking system where calls are blocked
immediately if no channels are available on any single link

Figure 3: Possible use cases for optical circuit networks

of the end-to-end path. Effectively POTS, and by extension
UDCS, are bufferless queueing systems. In contrast, SDCS
is a reservation system, i.e., a scheduler is present to accept
and process advance reservation requests in which endpoints,
circuit rate, call duration, and starting times are specified.

UDCS can be operated at high utilization and low call
blocking probability only if the number of shared channels per
link is high. For example, if the number of shared channels
per link is as low as 10 (e.g., only 10 wavelengths or sub-
wavelength channels are multiplexed on a link), and the
desired utilization is 80%, associated call blocking probability
is 23%. One way to reduce call blocking probability when the
number of channels is small is to deploy SDCS because the
advance-reservation scheduler can then use the time dimension
as a waiting bay for calls instead of blocking them [14].

B. Use cases

Fig. 3 classifies potential use cases. The most commonly
deployed use cases are the ones in which IP routers are
the endpoints of circuits/VCs as described in the Internet2
example. The notation “leased line service” is added for these
use cases in Fig. 3 because even though there has been much
interest in using dynamic circuits to interconnect IP routers
[15], there has been limited deployment success potentially for
the following reasons. Other than in response to failures, trig-
gers for setting up a new circuit and for modifying or releasing
an existing circuit have been difficult to determine. Also any
modifications to the optical circuits underlying the IP-network
topology will impact IP routing protocols leading to potential
instabilities, and will also influence TCP congestion control
mechanisms for ongoing flows.

On the other hand, if the circuit/VC endpoints are computers
as shown in Fig. 3, leased-line service is not feasible because
of scalability. There are far more computers than routers and
therefore any use of circuits/VCs terminating on computers
requires the use of SDCS and/or UDCS. The mapping tech-
nologies to carry Ethernet frames in circuits/VCs, as described
in Section I, make it feasible to have circuits/VCs terminate
on the Ethernet Network Interface Cards (NICs) of computers.

Data centers are of increasing importance in the Internet.
In addition to cloud computing, a number of Internet applica-
tions rely on data-center servers. These include Web/Content
Delivery Network (CDN), email, document sharing, and social
networking services. Both intra- and inter-datacenter appli-
cations are of interest as potential users of optical circuit



networks as shown in Fig. 3. Hybrid packet-switched/optical-
circuit networks such as Helios [16] have been proposed for
data centers. Recent work [17] shows how a tight integration
of Hadoop scheduling and circuit setup/release enables the use
of optical circuit networks within datacenters.

Inter-datacenter communications can be intra- or inter-
domain as shown in Fig. 3. A recent example of an intra-
domain inter-datacenter use case was reported by Google
[18]. By rate limiting applications running on the datacenter
computers in combination with traffic engineering to direct
flows to specific paths, close to 100% utilization was reported
for the inter-datacenter network. Effectively, this example
shows that SDCS can be used to create circuits/VCs between
computers in distant datacenters for certain applications such
as bulk-data transfer. Setting up end-to-end circuits between
data-center servers owned and operated by the same provider
is much simpler than using circuits between campus computers
with multiple domains in between for administrative reasons.

Fig. 3 lists both intra- and inter-domain use cases when
the computers are located in campuses. Applications being
developed to use the Dynamic Network System (DYNES)
equipment6 are primarily inter-domain in nature, but later we
propose a deployment strategy that starts with intra-domain
applications.

IV. ADVANCES MADE BY THE REN COMMUNITY

Several advances have been made in developing dynamic
circuit services, both SDCS and UDCS, in the REN com-
munity with support of US agencies such as the National
Science Foundation (NSF) and the Department of Energy
(DOE). These advances are described below.

A. SCDS

Through the DOE-funded On-Demand Secure Circuits and
Advance Reservation System (OSCARS) project [19], and
the NSF-funded Dynamic Resource Allocation via GMPLS
Optical Networks (DRAGON) project [20], control-plane soft-
ware was implemented and deployed in ESnet, Internet2,
and in several universities and regional RENs through the
NSF DYNES project. Another control-plane software called
Open Exchange Software Suite (OESS)7 has been deployed
on Internet2 and DYNES. Using OSCARS or OESS software
clients or a Web GUI, users/applications can make advance-
reservation requests for circuits by specifying the endpoints,
rate, duration, and start time. If the request is granted, the
OSCARS/OESS controller will initiate circuit provisioning
just before the scheduled start time by communicating with the
switches. Currently VLAN and MPLS switches are supported
with this software. OESS currently supports only intra-domain
circuits, while OSCARS supports both intra- and inter-domain
circuits. Both OSCARS and OESS controllers support the
OpenFlow 1.0 protocol, and therefore can be used to configure
a variety of switches. The IDCP protocol is also implemented
in AutoBAHN [21], a GEANT2 circuit service. ESnet has

6https://spaces.internet2.edu/display/dynesdoc/DYNES+switch
7http://globalnoc.iu.edu/sdn/oess.html

experimented with optical SDN [22] and multilayer provi-
sioning8. Finally, several scheduling algorithms have been
proposed for advance reservations [23].

B. UDCS

In the NSF-funded Circuit-Switched High-speed End-to-
End Transport arcHitecture (CHEETAH) project [24], on
a wide-area Ethernet-SONET network using off-the-shelf
switches with built-in GMPLS signaling protocols, the use of
UDCS was demonstrated by integrating an RSVP-TE client
[20] with a Web caching application [25] running on top of
Circuit TCP (CTCP) [26].

In another NSF-funded project, we demonstrated an imple-
mentation of RSVP-TE in FPGA hardware [27]. A deployment
of switches with this hardware-accelerated signaling engine
will reduce circuit setup delay to the round-trip propagation
delay since call processing delays will be in µs. Even if
all-optical switch reconfiguration takes ms, it is worthwhile
reducing call processing delays. For example, in the off-the-
shelf switch used in CHEETAH, the time for processing an
RSVP-TE Path message was 91 ms [24].

V. MISSING PIECES

This section identifies components, protocols, applications
and strategies that need further development in order to
advance the scope of optical circuit networks.

A. Network components and protocols

In the control plane, while protocols have been defined for
inter-domain circuit provisioning as described above, there is
no community-wide effort to define an inter-domain routing
protocol equivalent to BGP. While there is much interest in an
integrated control plane for IP and optical circuit services, the
type of information sufficient for IP inter-domain routing, i.e.,
address reachability, may not be sufficient for SDCS, where
path information may be required for future start times [28].

On the management plane, support is needed for the FCAPS
functions. For example, there are no simple diagnostic tools
such as traceroute to isolate the source of a problem on
circuits/VCs. While OSCARS and OESS control-plane soft-
ware offer users the option of reserving a backup circuit,
circuits/VCs are viewed as being less robust when compared
to IP-routed service.

With regards to API, since most applications on computers
use TCP/IP sockets, even if the end-to-end path is a provi-
sioned circuit/VC, TCP/UDP over IP datagrams are carried
within Ethernet frames. While the use of sockets simplifies
application programming, it adds a task of IP address config-
uration for the circuits/VCs at the end hosts.

B. Applications

A concerted effort is required to develop new applications
suited for circuits and/or to modify existing applications to
leverage circuit characteristics. These applications should be

8http://www.sdncentral.com/event/brocade-infinera-esnet-sdn-demo/



integrated with clients that communicate with the SDCS
controllers or UDCS signaling clients as needed.

Bulk-data transfers: There have been many demonstrations
of this application over circuits [18], [25], [26], including
the use of Remote Direct Memory Access (RDMA) over
Converged Ethernet (RoCE) over wide-area Ethernet VLANs
[29]. Since RoCE implements the InfiniBand transport- and
network-layer protocols in the interface card hardware, CPU
utilization to maintain multi-Gbps transfer rates is significantly
lower when compared to TCP/IP.

Reliable multicast of data files: In the scientific community,
there is a need for pushing data to multiple recipients. For
example, the University Corporation of Atmospheric Research
(UCAR) collects and disseminates real-time meteorology data
to over 240 institutions. Arguing that problems with IP
multicast (such as complexity of multicast routing protocols,
malicious users without credentials joining multicast groups,
and congestion control) could be overcome with VCs, we
developed a reliable multicast transport protocol for virtual
circuits called VCMTP [30]. Since users join and leave mul-
ticast groups, dynamic adjustments of VCs will be required.
As optical-layer multicast becomes available, VCMTP can be
adopted to run over multicast optical circuits.

Parallel job scheduling within datacenters: Scientific ap-
plications such as Climate simulations require thousands of
cores for acceptable execution times, and communications is
increasingly becoming the bottleneck. Since job schedulers
such as Portable Batch Scheduler are used in cluster computing
systems, circuits/VCs can be set up between the computers
assigned to a job. Circuits/VCs can reduce communication
latencies/jitter and improve program performance.

Scientific computational workflow scheduling across dat-
acenters: As an example, consider a large scale workflow
system, PANDA9, used in the Large Hadron Collider (LHC)
ATLAS project. The distributed compute resources and data
associated with the computations are centrally managed. Jobs
submitted to the central manager are allocated compute re-
sources that are matched with dataset locations. If the number
of jobs that require certain datasets exceeds a threshold, the
PANDA system automatically initiates the creation of a copy
of the required datasets to another location. This system
manages 10s of thousands of jobs a day that include movement
of hundreds of terabytes of data/day. For effective workflow
scheduling, task completion times need to be predictable. For
predictable transfer delays, optical circuit networks are more
suitable than IP networks. Therefore, OSCARS/OESS clients
could be integrated into PANDA software to leverage SDCS
as part of workflow management.

Intra- and inter-datacenter VM migration: VMs are mi-
grated live from one physical machine to another with small
service interruptions, if any, in order to optimize one or more
cost functions [31]. Since the amount of data moved can be
large, optical circuits are well suited for this application [32].

Parallel and wide-area file systems: There is interest in

9https://twiki.cern.ch/twiki/bin/view/PanDA/PanDA

leaving the data in its current place of storage and using file
systems while running computations on another server instead
of moving large datasets. Filesystem protocols such as NFS are
notoriously chatty requiring many back-and-forth messages.
For both high-performance parallel file systems and wide-
area file systems, rate-guaranteed circuits could yield better
performance.

Interactive applications: Connectionless (IP) networking
has an advantage over circuit networking for interactive ap-
plications such as VoIP, gaming, and Web browsing because
unlike with circuits, bandwidth is not wasted during silence
periods. However, for interactive TCP applications such as
Web browsing, TCP’s Slow Start results in multiple round-
trip times (RTTs) being incurred for small transfers. On large-
RTT paths, delays can be significant. If circuit setup delay
can be reduced to round-trip propagation delay (e.g., with
hardware signaling engines as described in Section IV-B), and
the number of channels per link is large, then one can envision
using circuits for interactive applications. Once a circuit is
setup, a Web page with all its images bundled in could be
streamed at the circuit rate instead of requiring multiple GET
request-response messages for image downloads. A 100 KB
page transmitted on a 10 Mbps circuit requires 80ms, which
could be lower than multiple back-and-forth messages sent
across a wide-area path with large propagation delays. Remote
instrument control, tele-surgery, network-controlled robots,
audio/video, and other delay-sensitive applications could be
implemented to take advantage of circuits.

C. Deployment strategy

The current REN strategy for deploying SDCS on campus
networks has been to leverage the already deployed campus
packet switches/routers. However, the number of channels
per link is limited if VLAN based VCs are used because
of policing and packet scheduling limitations of most packet
switches. It could be potentially easier to implement circuit
multiplexers when compared to virtual circuits for supporting
large numbers of channels per link. To enable the use of cir-
cuits by interactive applications, optical circuit switches with
support for thousands of channels/link and hardware signaling
should be considered. Furthermore, intra-datacenter and intra-
campus applications should be developed first to allow for
independent adoption by autonomous systems. Inter-domain
usage will follow when the number of campus/datacenter
deployments reaches a critical mass.

VI. SUMMARY

Optical circuit networks are used primarily for leased-
line service to create static circuits between IP routers. To
broaden the scope of optical circuit networks, Scheduled and
Unscheduled Dynamic Circuit Services (SDCS and UDCS),
are proposed for use cases in which circuit/virtual circuit
(VC) endpoints are computers, not IP routers. Computers
could be located in datacenters or on campuses. Intra- and
inter-datacenter applications and intra- and inter-campus ap-
plications are identified for circuits/VCs. Management-plane



solutions for fault management and performance monitoring
are required, along with inter-domain routing protocols for a
horizontal extension of optical circuit networks. For vertical
extension, new applications, transport protocols and APIs are
required to take advantage of the properties of circuits.
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