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Ongoing Science Revolution

Data-intensive Science
« Era of ‘Big-Data’

Exascale, HPC and Future Data Centers
» Optics to the end
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Data Integration
Bringing together ‘big-data’ from various sources
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Distributed Data, consolidated computation
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Elephant Flows: ‘big-data’ movement for Science, end-to-end

Network “weather” conditions may vary
* Long latencies (RTT), Multi-domain, Multi-vendor, Multi-technology

Packet loss is the “enemy” of high-throughput
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Large Instruments, Complex Simulations, Global Collaborations
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Software-Defined Networking and Network
Functions Virtualization....

SON AND PIZ2A - BY VRAJO9

1}
4
I'm trying to get
a PapaJohns recipe -
Wow..yummy..BTW

baked thru a
merchant baker... that defines SDN too....

Wazzup for
Dinner folks..
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What is Software-Defined Networking?
(as defined by Scott Shenker, October 2011)

http://opennetsummit.org/talks/shenker-tue.pdf

“The ability to master complexity is not the same as the
ability to extract simplicity”

“Abstractions key to extracting simplicity”

“SDN is defined precisely by these three abstractions
* Distribution, forwarding, configuration “
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Fundamental Network Abstraction:
a end-to-end circuit

Wavelength, PPP, MPLS, L2TP, GRE, NSI-CS...

Switching points, store and forward, transformation ...

Simple, Point-to-point, Provisonable
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A new WAN Abstraction:
“WAN Virtual Switch”

VWAN Virtual Switch

Simple, Multipoint, Programmable

Configuration abstraction:
 EXxpresses desired behavior
* Hides implementation on physical infrastructure

It is not only about the concept, but implementation
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One Virtual Switch connecting the SC
centers: a simple example

NERSC OLCF
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Programmability

Site Domain

ﬁ OF protocol

WAN WAN Virtual Switch

Domain

Expose ‘flow’ programming interface leveraging standard OF protocol
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“Flow Programmability” by end-sites

Science Flow1: A=> B, 1=~ =i
Science Flow2: A= G, '

Science Flow3: A < B,C \

VWAN Virtual Switch

[ Multi-Domain
R= Wide Area Network
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Collaborations, Virtual Switches and Multi-
domain: A many-many relationship

WAN Virtual Switch

Multi-Domain
Wide Area Network
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SRS Demonstration
Physical Topology
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Virtual Switch Implementation:
Mapping abstract model to the physical

Create Virtual switch:
» Specify edge OF ports
» Specify backplane topology and

SRS Virtual Switch bandwidth
(im » Policy constraints like flowspace
Lottty « Store the switch into a topology
Virtual A B C D service
Physical
B T
] ]
II |l

OF SW|tch
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WAN Virtual Switch:
Implementation architecture

Policy/lsolation of

OF

customer OF
control OF |

|
Virtual Switch
Software stack
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Infrastructure OF / OSCARS API

Software, Slicing
and provisioning
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Mandatory Ping example

3. Need to ARP

6. virtual-mac-addresses learned and mapped to real flow
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Programmability in the layers

User OpenFlow
SDN “«—>
Controller

Customer/User Control Plane

Policy and Isolation

Network WAN Virtual Switch Network

Multi-domain

Service
Interface

Service
Interface.

Programmable service provisioning plane

Legacy and OpenFlow control plane

End-to-End Dataplane

» Creation of a programmable network provisioning layer
« Sits on top of the “network OS”
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Summary

 Powerful network abstraction
» Files / Storage

» Benefits
« Simplicity for the end-site
« Works with off-the-shelf, open-source controller
- Topology simplification
» Generic code for the network provider

- Virtual switch can be layered over optical, routed or switched network
elements

- OpenFlow support needed on edge devices only, core stays same

* Programmability for applications
- Allows end-sites to innovate and use the WAN effectively
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Future Work

Harden the architecture and software implementation
* Move from experiment to test service
Verify scaling of the model
» Using virtual machines, other emulation environments
Automation and Intelligent provisioning
« Work over multi-domain
» Wizards for provisioning
« Dynamic switch backplane
Create recurring abstractions

 Virtual switch in campus
« How do we deal with a “network” of virtual switches
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ESnet

Energy Sciences Network

Questions — please contact imonga at es.net

www.es.net

Thank you!

U.S. Department of Energy | Office of Science




Computer virtualization

Self Service
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