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My	first	visit	to	New	Zealand	
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Image	from	NZ,	Maori	Design	Pa:ern	
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DOE’s	Energy	Sciences	Network	(ESnet):			



80%	of	ESnet	traffic	originates	or	terminates	
outside	the	Department	of	Energy	complex.	

80%	of	ESnet	traffic	originates	or	terminates	outside	
the	DOE	complex.	

NRENs	share	fate.		No	research	network	can	
succeed	in	isolaBon.	



ESnet	vision:	

ScienEfic	progress	will	be	completely	unconstrained	
by	the	physical	locaEon	of	instruments,	people,	

computaEonal	resources,	or	data.			
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The	most	important	thing	to	know	about	
NRENs:	they	are	not	ISPs.	



They	are	instruments	for	discovery	designed	to	
overcome	the	constraints	of	geography.		

Offering	unique	capabiliEes	–	and	opEmized	for	
data	acquisiEon,	data	placement,	data	sharing,	

data	mobility.	



What	does	success	look	like?	

2/8/16	10	

0	

5E+15	

1E+16	

1.5E+16	

2E+16	

2.5E+16	

3E+16	

3.5E+16	

4E+16	

4.5E+16	

Ja
n-
90
	

Se
p-
90
	

M
ay
-9
1	

Ja
n-
92
	

Se
p-
92
	

M
ay
-9
3	

Ja
n-
94
	

Se
p-
94
	

M
ay
-9
5	

Ja
n-
96
	

Se
p-
96
	

M
ay
-9
7	

Ja
n-
98
	

Se
p-
98
	

M
ay
-9
9	

Ja
n-
00
	

Se
p-
00
	

M
ay
-0
1	

Ja
n-
02
	

Se
p-
02
	

M
ay
-0
3	

Ja
n-
04
	

Se
p-
04
	

M
ay
-0
5	

Ja
n-
06
	

Se
p-
06
	

M
ay
-0
7	

Ja
n-
08
	

Se
p-
08
	

M
ay
-0
9	

Ja
n-
10
	

Se
p-
10
	

M
ay
-1
1	

Ja
n-
12
	

Se
p-
12
	

M
ay
-1
3	

Ja
n-
14
	

Se
p-
14
	

M
ay
-1
5	

Ja
n-
16
	

Total	Bytes	Transferred	per	Month	in	ESnet	

39.35	PB	

Jan	2016	



Planning	for	growth	
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39	PB	

Jan	2016	

125	PB	

Jan	2017	
predicted	
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Design	Pa:ern	#1:	Protect	your	Elephant	Flows	
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Large	Hadron	Collider	(LHC)	

InternaEonal	Thermonuclear	
Experimental	Reactor	(ITER)	 Genomics	

Large	
Science	Data	

14	 General	Internet		



Elephant	flows	require	almost	lossless	networks.	

Metro	Area	

Local	
(LAN)	

Regional	

ConEnental	

InternaEonal	

Measured (TCP Reno) Measured (HTCP) Theoretical (TCP Reno) Measured (no loss) 

15	

.		
See	Eli	Dart,	Lauren	Rotman,	Brian	Tierney,	Mary	Hester,	and	Jason	Zurawski.	The	Science	DMZ:	A	Network	Design	Pa+ern	for	Data-

Intensive	Science.	In	Proceedings	of	the	IEEE/ACM	Annual	SuperCompu;ng	Conference	(SC13),	Denver	CO,	2013.		
	

NZßàAU	 NZßàSFO	
200+	



Design	Pa:ern	#2:	Unclog	your	data	taps	

2/8/16	16	



Problem	and	SoluBon	explained	illustraBvely	

2/8/16	

Big-Data	assets	not	opBmized	for	high-
bandwidth	access	because	of	convoluted	
campus	network	and	security	design	

Science	DMZ	is	a	deliberate,	well-designed	
architecture	to	simplify	and	effecBvely	on-
ramp	‘data-intensive’	science	to	a	capable	
WAN	

Inder	Monga	(imonga@es.net)		17	



Data	Set	Mobility	Timeframes	-	TheoreBcal	

This table available at:
http://fasterdata.es.net/fasterdata-home/requirements-and-expectations/

2/8/16 
©	2015,	The	Regents	of	the	University	of	California,	through	Lawrence	
Berkeley	NaEonal	Laboratory	and	is	licensed	under	CC	BY-NC-ND	4.0		Inder	Monga	(imonga@es.net)		18	



Dedicated	
Systems	for	Data	

Transfer	

Network	
Architecture	

Performance	
TesEng	&	

Measurement	

Data	Transfer	Node	
•  High	performance	
•  Configured	specifically	

for	data	transfer	
•  Proper	tools	

Science	DMZ	
•  Dedicated	network	

locaEon	for	high-speed	
data	resources	

•  Appropriate	security	
•  Easy	to	deploy	-	no	need	

to	redesign	the	whole	
network	

perfSONAR													
•  Enables	fault	isolaEon	
•  Verify	correct	operaEon	
•  Widely	deployed	in	ESnet	

and	other	networks,	as	
well	as	sites	and	faciliEes	

The	Science	DMZ	Design	Pa+ern	

19 – ESnet Science Engagement (engage@es.net) - 2/8/16 
©	2015,	Energy	Sciences	Network	



Science	DMZ	Design	Pa:ern	(Abstract)	
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Local	And	Wide	Area	Data	Flows	
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21 – ESnet Science Engagement (engage@es.net) - 2/8/16 
©	2015,	Energy	Sciences	Network	



Dedicated	Systems	–	Data	Transfer	Node	

•  Set	up	specifically	for	high-performance	
data	movement	
–  System	internals	(BIOS,	firmware,	
interrupts,	etc.)	

–  Network	stack	
–  Storage	(global	filesystem,	Fibrechannel,	
local	RAID,	etc.)	

–  High	performance	tools	
–  No	extraneous	soqware	

•  LimitaBon	of	scope	and	funcBon	is	
powerful	
–  No	conflicts	with	configuraEon	for	other	
tasks	

–  Small	applicaEon	set	makes	
cybersecurity	easier	

22 – ESnet Science Engagement (engage@es.net) - 2/8/16 
©	2015,	Energy	Sciences	Network	



Example	of	perfSONAR	monitoring	

	Improving	things,	when	you	don’t	know	what	you	
are	doing,	is	a	random	walk.		Sharing	and	
educaEng	the	local	community	is	important		

23 – ESnet Science Engagement (engage@es.net) - 2/8/16 



Emerging	global	
consensus	around	
Science	DMZ	
architecture.	

	
>120	universiEes	in	the	US	have	
deployed	this	ESnet	architecture.	

	
NSF	has	invested	>>$60M	to	accelerate	

adopEon.		
	

Australian,	Canadian	universiEes	
following	suit.			

	
h:p://fasterdata.es.net/science-dmz/	

	



Design	Pa:ern	#3:	Build	a	well-tuned	end-to-
end	science	infrastructure	

2/8/16	25	



Metcalf’s	Law	

2/8/16	26	



Science	DMZ	as	a	
regional	and	
naBonal	plaform.		

2/8/16	27	

Pacific	Research	Plaform	
iniBaBve,	lead	by	Larry	Smarr	

(Calit2/UCSD)		

•  first	large-scale	effort	to	
coordinate	and	integrate	

Science	DMZs	

•  parEcipaEon	by	all	major	
California	R&E	insBtuBons,	

CENIC,	ESnet	

•  Many	internaEonal	partners	





Specialized DTNs: FIONA (Flash I/O Node 
Appliance) 

–  Combination of Desktop and  
Server Building Blocks 

–  US$5K - US$7K 
–  Desktop Flash up to 16TB 
–  RAID Drives up to 48TB 
–  10GbE/40GbE Adapter 
–  Tested speed 40Gbs 

•  Developed Under  
UCSD CC-NIE Prism Award 
 by UCSD’s 
–  Phil Papadopoulos 
–  Tom DeFanti 
–  Joe Keefe 

FIONA 3+GB/s  
Data Appliance, 32GB  

9 X 256GB 
510MB/sec 

8 X 3TB  
125MB/sec 

2 x 40GbE 

2 TB Cache  
24TB Disk 

For More on Science DMZ DTNs See: 
https://fasterdata.es.net/science-dmz/DTN/ 29 Slide	by	Louis	Fox	



§  DTNs loaded with Globus 
Connect Server suite to 
obtain GridFTP tools. 

§  cron-scheduled transfers 
using globus-url-copy. 

§  ESnet-contributed script 
parses GridFTP transfer 
log and loads results in 
an esmond measurement 
archive. 

§  FDT	–	developed	by	Caltech	
in	collaboraEon	with	
Polytehnica	Bucharest	 

30	Slide	by	John	Hess	



•  PRPv1 
–  A Layer 3 System  
–  Completed In 2 Years  
–  Tested, Measured, Optimized, With Multi-domain Science Data 
–  Bring Many Of Our Science Teams Up  
–  Each Community Thus Will Have Its Own Certificate-Based Access  

To its Specific Federated Data Infrastructure. 

•  PRPv2 
–  Advanced Ipv6-Only Version with Robust Security Features  

•  e.g. Trusted Platform Module Hardware and SDN/SDX Software 

–  Support Rates up to 100Gb/s in Bursts And Streams 
–  Develop Means to Operate a Shared Federation of Caches 

PRP	Timeline	
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Discovering	the	next	design	pa:ern	

•  Discovering	a	new	design	pa+ern	is	not	hard,	key	ingredients	
–  ImpaBence:	Why	is	it	so	hard	to	get	things	done?	
–  ExperimentaBon:	Don’t	be	afraid	to	fail	
–  ObservaBon:	Why	did	you	fail?	
–  Persistence:	Repeat	Ell	the	model	is	right	

•  What	does	that	mean	for	ESnet?	
–  Network	Testbeds	
–  Collaborate	with	Network	and	Systems	researchers	
–  Listen	to	our	end-users,	the	scienEsts		(not	just	the	campus	IT	folks)	

•  Invest	in	bridging	the	gap	between	good	research,	prototype	and	producEon	
–  Write	soqware!	
–  We	are	not	staffed	to	do	enough,	collaboraEon	and	sharing	

	
2/8/16	33	



Emerging	Design	Pa:ern	#4:	Rising	above	the	
network	–	the	Superfacility	

2/8/16	34	



CompuBng,	experiments,	networking	and	
experBse	in	a	“Superfacility”	for	Science	

-	35	-	

CETull@lbl.gov - 31 Aug 2015 
 

Slot die printer 

CETull@lbl.gov - 31 Aug 2015 
 

HipGISAXS & RMC	

GISAXS	
	
	
	
	
Slot-die	prinEng	of		
Organic	photovoltaics		



ESnet	

New	Math	

Real-Bme	
analysis	

High	
performance	
Sopware	

Novel	
compute/

data	
plaforms	

Data	mgmt.	
and	sharing	

Program-
mable	
network	

Extreme Data 
Science Facility 

(XDSF) 

 
 

MS-DESI 
 
 

ALS 

 
 

LHC 

 
 

JGI 

 
 
 

APS 

 
 
 

LCLS 

Other data-
producing 
sources 

-	36	-	

Superfacility	Vision:	A	network	of	connected	faciliBes,	
sopware	and	experBse	to	enable	new	modes	of	
discovery	



Emerging	Design	Pa:ern	#5:	Network	
OperaBng	System	

2/8/16	37	



LHCONE	Global	Virtual	Overlay	



An	architecture	we	foresee:	ESnet	as	pla4orm	
for	concurrent,	domain-specific	network	apps.		
Requires	‘network	operaEng	system’	for	science.	
•  early-stage	project	(LBNL	LDRD)	
•  mulEple	challenges	in	creaEng	flexible,	stable	app	execuEon	environment	
We	envision	apps	that	will	express	high-level	inten;ons:	
•  create	and	manage	virtual	networks	
•  enable	programmaEc	resource	allocaEon	
•  opEmize	link	uElizaEon		
Future	apps	could	support:	
•  NDN	for	climate;	data	management	for	CMS,	ATLAS,	Belle-II;	security	
overlay	for	KBase;	replicaEon	for	ESGF;	detector	/	HPC	coupling	for	light	
sources	

•  workflows	we	haven’t	imagined	
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ALBQ
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ESnet PE Router 
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Testbed Host 

Deployed SDN Testbed node locations 
 
Deployed SDN Testbed connectivity 
overlay (using OSCARS circuits) 

ESnet	SDN	Testbed	
	Tes;ng	SDN	Concepts	at	Scale	
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CERN	

AOFA	

WASH	

STAR	

ATLA	

DENV	

LBL	
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Emerging	Design	Pa:ern	#6:	Data	Driven	
Decisions	
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VisualizaBon	of	data	is	good,	but	not	enough	

2/8/16	43	



Network	AnalyBcs	

•  Data	being	generated	by	the	network	every	few	seconds	but	
not	analysed	or	available	for	real-Eme	analysis	
–  The	ability	to	ask	quesEons	of	historical	network	data,	and	
get	answers	

–  The	answers	updated	with	new	data	in	near	real-Eme	
–  SNMP	data,	Flow	data,	Topology	data,	etc..	

•  Smart	CiEes,	IoT,	Smart	Grid	–	have	common	problems	

2/8/16	44	



Leverage	cloud	compuBng	tools	to	put	together	
a	network	analy8cs	pipeline	

2/8/16	45	

Data	
source	

(message	
queues)	

Speed	(Real-Eme	
processing)	

Batch	processing	
(Hadoop)	

Queries	

Responses	

Queries	

Responses	

SNMP	
Router	
Data	

Output	
Dashboard	

Minute-wise	
calculaEons	

Monthly,	yearly	
calculaEons	 Generic	design	paDern	picture	-	

modified	to	work	with	
specific	cloud	compu;ng	
technologies	

Architecture	consists	of	three	
layers:	

•  Batch	processing	
•  Speed	or	real	Bme	
•  Layer	to	respond	to	queries	



In	conclusion:	

•  Global	science	networks	are	not	ISPs	–	rather,	extensions	of	science	
discovery	instruments.			

•  Design	pa+erns,	architectures,	workflows	and	challenges	from	science	are	
now	crossing	over	to	domains.		

•  Discovering	new	design	pa+erns	is	not	rocket-science	
–  Requires	ingredients	of	impaEence,	experimentaEon,	observaEon	and	
persistence	

•  Systems	approach	is	needed	to	idenEfy	the	emerging	design	pa+erns	
–  Oqen	compute,	data	and	network	experts	don’t	care	to	look	over	the	
boundary	and	collaborate	

•  Involve	your	end	users!	It	is	not	just	about	technology	but	about	posiEvely	
impacEng	the	future	
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Thank	you.		

imonga@es.net	
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