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Abstract

Many high performance distributed applications use
only a small fraction of their available bandwidth. A
common cause of this problem is not a flaw in the
application design, but rather improperly tuned net-
work settings. Proper tuning techniques, such as set-
ting the correct TCP buffers and using parallel
streams, are well known in the networking commu-
nity, but outside the networking community they are
infrequently applied. In this paper, we describe a
service that makes the task of network tuning trivial
for application developers and users. Widespread
use of this service should virtually eliminate a com-
mon stumbling block for high performance distrib-
uted applications.

1.0 Introduction

Internet backbone speeds have increased considerably in
the last few years due to projects like Internet |1 and NGI.
At the same time, projects like NTON [25] and SuperNet
[34] are providing a preview of the near future of wide area
networks. Unfortunately, distributed applications often do
not take full advantage of these new high-speed networks.
Thisis largely due to the fact that the applications use the
default parameters for TCP, which have been consciously
designed to sacrifice optimal throughput in exchange for
fair sharing of bandwidth on congested networks. In order
to overcome this limitation, distributed applications
running over high-speed wide-area networks need to
become “network-aware” [32][36], which means that they
need to adjust their networking parameters and resource
demands to the current network conditions.
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There exists a large body of work showing that good
performance can be achieved using the proper tuning
techniques. The most important technique is the use of the
optimal TCP buffer size, and techniques for determining the
optimal value for the TCP buffer size are described in [35].
Another important technique is to use parallel sockets, as
described in [31]. Using a combination of these techniques,
applications should be able to utilize al the available
network bandwidth, which is demonstrated in [4], [1], and
[16].

However, determining the correct tuning parameters can
be quite difficult, especially for users or developerswho are
not network experts. The optimal TCP buffer size and
number of parallel streams are different for every network
path, vary over time, and vary depending on the
configuration of the end hosts. There are several tools that
help determine these values, such asiperf [14], pchar [26],
pipechar [27], netspec [23], and nettest [22], but none of
these include a client API, and all require some level of
network expertise to use. Another tool is NWS [38], which
applications can use to determine upper bounds on
throughput from the network, but it does not tell the
applications how to achieve that throughput. Other groups
are addressing this problem at the kernel level, such as the
web100 project [37], Linux 2.4 [17], and others [9], as
described below. Still others are addressing this within the
application. The autoftp file transfer service from NCSA
[19] attempts to determine and set the optimal TCP buffer
size for each connection.

In this paper we describe a service which provides
clients with the correct tuning parameters for a given
network path. We call this service Enable, because it
enables applications to optimize their use of the network
and achieve the highest possible throughput. The goal of
the Enable service is to eliminate what has been called the
“wizard gap” [21]. The wizard gap is the difference



between the network performance that a network “wizard”
can achieve by doing the proper tuning, compared to the
performance of an untuned application. The Enable service
can act as that wizard. Enable hides the details of gathering
the data from multiple network monitoring tools behind an
intuitive, easy to use interface. From the application
developer’s perspective, Enable provides advice on the
correct tuning parameters without requiring knowledge
about how these are obtained. Thus, the selected algorithms
and tools for computing these parameters can be changed
transparently to the application. This frees the distributed
application devel oper from needing to understand the wide
variety of available monitoring tools.

The Enable service works as follows: An Enable server
is co-located on every system that is serving large datafiles
to the wide-area network (e.g.: an FTP or HTTP server).
The Enable service is then configured to monitor the
network links to a set of client hosts from the perspective of
that data server. Network monitoring results are stored in a
database, and can be queried by network-aware distributed
components a any time. The Enable service runs the
network tests on some pre-configured time interval (e.g.:
every 6 hours, or whenever a new client connects). The
Enable service APl makes it very easy for application or
middleware developers to determine the optimal network
parameters. To take advantage of the Enable tuning service,
distributed applications must be modified to be support
network tuning such asthe ability to set the TCP buffer size
[35] or the ahility to create and use multiple data streams to
transfer datain parallel.

The network tuning parameters that the Enable serviceis
initially concentrating on are those required by large bulk
data transfer applications, such as the various “Data Grid”
[5] projects. These include the Particle Physics Data Grid
[28], GriPhyn [10Q], the Earth Systems Grid [7], and the EU
DataGrid [12]. These projects all require the efficient
transfer of very large scientific data files across the
network. We are not yet addressing the tuning regquirements
of other types of applications, such as latency-sensitive
applications.

2.0 Background

TCP uses what it calls the “congestion window” to
determine how many packets can be sent at one time. The
larger the congestion window size, the higher the
throughput. The TCP “dow start” and “congestion
avoidance” algorithms determine the size of the congestion
window [20]. The maximum congestion window is related
to the amount of buffer space that the kernel allocates for
each socket. For each socket, there is a default value for the
buffer size, which can be changed by the program using a
system library call just before opening the socket.

The buffer size must be adjusted for both the send and
receive ends of the socket. To get maximal throughput it is
critical to use optimal TCP send and receive socket buffer
sizes for the link you are using. If the buffers are too small,
the TCP congestion window will never fully open up. If the
buffers are too large, the sender can overrun the receiver,
and the TCP window will shut down. The optimal TCP
window size is the bandwidth delay product for the link.
For more information, see section 5, and [30] and [36].

As network throughput speeds have increased in recent
years, operating systems have gradually changed the
default buffer size from common values of 8 kilobytesto as
much as 64 kilobytes. However, thisis till far too small for
today’s high speed networks.

For example, there are several hostswhich are part of the
Particle Physics Data Grid [28] with 1000 BT network
interfaces which are connected viaan OC12 (622 Mbit/sec)
WAN, with typical round-trip network latencies of about 50
ms. For this type of network, the bandwidth delay product,
and hence the TCP buffer, should be roughly 3.75 MBytes.
Using a default TCP buffer of 64 KB, the maximum
utilization of the pipe will only be about 2% under ideal
conditions. Furthermore, 10 Ghit/sec ethernet and OC192
WAN'’s (9.6 Gbhit/sec) are just becoming available, which
will require TCP buffer sizes of roughly 62 MBytes per
connection to fully utilize the link! (However, typical
workstations today can, at best, drive the network at about 1
Ghit/sec, so TCP buffers requirements of this size are ill a
couple of years away)

As the awareness of the importance of TCP buffer
tuning has increased, severa data transfer tools now
include the ability for the user to set this value. For example
the gsiftp [1][11], bbftp [3], SRB [2], HPSS[13], and DPSS
[36] al provide this ability. Additionally, some systems,
such as DPSS and gsiftp, also support the ability for users
to request parallel data streams. The psockets library from
the University of Illinois makes it easy for applications
developersto add parallel socketsto their applications[31].

Figure 1 shows the advantage of using tuned TCP
buffers and parallel streams in the gsiftp program for 100
MByte data transfers between Lawrence Berkeley National
Lab in Berkeley, CA, and CERN in Geneva, Switzerland.
Theround trip time (RTT) on the connection was measured
with ping to be 180 ms and the bottleneck link was
measured with pipechar to be 45 Mbit/sec. With different
tuning parameters, actual measured transfer speeds spanned
more than an order of magnitude. Tuned TCP buffers alone
provided a 9x performance increase, and parallel sockets
alone yielded a 12x performance improvement. Using
parallel streams with tuned TCP buffers we were able to
saturate the network. This combination of techniques
provided a 15x performance increase, which was an



additional 40% improvement over just tuned buffers and a
26% improvement over just parallel streams.

30
o
o 25 — —
I
= 20 -
Qo —
=
— 15 —
=]
£ 10 -
(o))
>
S 5 —
<
F oo / : :
no tuning tuned TCP 10 parallel tuned TCP
buffers streams, buffers, 3
no tuning  parallel
streams

Figure 1: gsiftp results using tuned TCP buffers
and parallel streams

The use of parallel streams provides an increase over
optimally tuned single stream TCP because TCP is rather
senditive to any loss or congestion, and slows down
whenever any lossis detected. Our testing has shown that it
is extremely rare that a TCP stream keeps its congestion
window at the optimal bandwidth delay product size for
very long. The use of multiple streams allows one to utilize
a greater fraction of the network. Note that this may be
considered a “rude” thing to do, depending on how
congested the network is and whether or not you are
slowing down others by doing this.

However, as with all systems that provide the ability to
tune the TCP buffer size or the number of parallel streams,
the gsiftp user must set these values by hand, and
determining what values to use is not simple. In general,
using large TCP buffers and parallel streams improves
throughput, so it may be tempting for users or developersto
simply use big buffers and some parallel streams by default.
However thisis not a good idea. Besides wasting operating
system resources, under certain circumstances overly large
TCP buffers or too many parallel streams can significantly
decrease performance, as shown in the Tables 1 and 2.

Table 1 shows the result of tests between two 333 MHz
Sun Ultra 1 hosts running Solaris 2.7, connected by a
Gigabit Ethernet LAN with a 1500 byte MTU (maximum
transmission unit). Note that setting the TCP buffer too
large results in a large performance loss. This is because
when the buffers are too large, the sender can overrun the
receiver, and the TCP window will shut down. Not all
operating systems have this behavior (e.g.: Linux does not),
but this reemphasizes that taking the simple approach of
just setting large buffers everywhere is not a good idea.

Table 2 shows the result of tests between a Sun Ultra 1
(333 Mhz) sender and a 450 MHz Pentium 11 Linux 2.2
receiver also over aOC-12 WAN with a1500 byte MTU. In
this case we see a large performance penalty using parallel
data streams. This is because a 450 MHz Pll processor is
not powerful enough to handle load from the Gigabit
network interface card. It requires most of the CPU just to
read one stream, and multiple streams just step on each
other.

The Enable service makes it easy for applications to use
the correct settings and avoid these types of problems.

Table 1 : Sender overruns receiver

TCP Buffer Throughput
Size (MB) (Mbits/sec)

0.125 246

1 195

4 105

8 32

Table 2 : Parallel streams

Number of |yl
(Mbits/sec)

250

100

50

3.0 Related Work

There are a number of tools to help determine the
optimal TCP parameters for a given network path. For
example, one can run a series of iperf tests with a range of
buffer sizes and numbers of paralel data streams to
determine the optimal values. Other tools such as pchar
[26], pipechar [27], and pathrate [6] can be used to
estimate the bandwidth and latency characteristics of the
network, providing information needed to estimate the
optimal TCP buffer size. However, these tools do not
include a client API, and require some level of network
expertise to use. The Enable service can be used to run any
of these tools, collect and store the results, and make the
results avail able to network-aware applications.

Additionaly, there are some other projects that are also
working on eliminating the “wizard gap”. The webl00
project is developing a version of the Linux kernel which
will perform dynamic, transparent, automatic TCP tuning
for user level processes. If successful, this has the potential
to eliminate the TCP buffer tuning issue. Fisk and Feng [9],
have also demonstrated promising results with Linux kernel



modifications that autotune the TCP buffer size by
estimating link bottleneck bandwidth for each socket
connection.

The Linux 2.4 kernel aso includes an option for TCP
buffer autotuning, and initial testing shows that this helps
quite a bit, but is still not as good as hand tuning (see the
results section below). Unfortunately the developers of this
code are not part of the IETF or any TCP research
community, and any solution they come up with is not
likely to be standardized or adopted very quickly.

Therefore, while there is some hope that automatic TCP
buffer tuning will be built into some operating systems in
the future, it will probably not be built into most operating
systemsin the near future.

4.0 TheEnable Service

The Enable service has three distinct components. First,
there is the Enable Server, which keeps an up-to-date record
of network parameters between itself and other hosts. The
second component is a protocol for clients to communicate
with the servers. Finally, there is a simple API that makes
querying the Enable Servers trivial for application
developers. A primary design goa for the Enable service
was ease of installation, configuration, and use.

Network tests are run between
servers and clients (but not
between clients), e.g.: ping,
pipechar, pchar, iperf
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Figure 2: Enable Service Architecture

The architecture of Enable is shown in Figure 2. The
simplicity of the design is its strength. An Enable Server is
installed on every data server host, such as an FTP server,
and that Enable server is responsible only for determining
the optimal network parameters between clients and itself.
Other monitoring systems, such as NWS, can be configured
to monitor an arbitrary mesh, or “clique” of hosts. This
design, while very powerful, makes these systems more
complicated to deploy and configure, asit requires software
to beinstalled on every host in the clique. We have decided
to sacrifice this functionality for ease of deployment and
configuration. In return, we avoid the problems of

centralized coordination and location of the Enable servers,
asthey are always co-located with the data server.

The following section describes the functionality and
implementation of the Enable Service.

4.1 Functionality

The Enable Server will periodicaly run tests between
itself and a number of “client hosts’. These client hosts may
have been read at start-up from a configuration file,
manually added using an APl or command-line utility, or
automatically added by monitoring log files from the data
server, such as HTTP or FTP logs. The results of the
network testswill be stored in a database. The selection and
scheduling of tests for each client is dynamically
configurable.

Clients can query the Enable server, which is listening
on a well-known port, for network parameters, also called
“network advice”. The protocol for doing thisis XML-RPC
[39], a standard XML-based protocol that performs remote
procedure calls over HTTP. Use of a standard protocol
means that third parties can easily interface with Enable
without using the Enable API or libraries.

There is a simple API that clients can use to query the
Enable Server. For example:

tcp_buffer_size =
Enabl eGet Buf f er Si ze(ft p_host nane)

returns the optimal buffer size between itself and the

FTP server host, and:
net _info =
Enabl eGet Net | nf o(ft p_host nane)

returns the result of all network tests for that network
path. One could also wrap an application in a script that
called the Enable Server, and then set the buffer size viaa
command line argument. For example, we have written a
script that automatically finds and sets the “-B” flag (which
sets the TCP receive buffer) for the ncftpget FTP client
program [24].

Currently the Enable server supported network tests are
ping, pipechar, pchar, and iperf, but only ping and pipechar
arerun by default.

Since the network tests are run periodicaly, there is the
possibility that one of the tests will be run during some
unusual network problem, and the results of this test will
not lead to useful results for tuning applications. Therefore,
a trimmed mean, in which the top and bottom 10% of
values are discarded before calculating the mean of the
most recent N values (N is configurable, default is 10), is
reported to the client.

In order to more quickly detect a long-term shift in
network behavior, the mean and standard deviation of the
last N values if also calculated. If three successive values
are farther than 2.5 standard deviations from the mean, it is



assumed that the network behavior has changed, and the
older N-3 values are discarded. This approach is based on
the assumption that the distribution of test results closely
approximates a normal distribution. More testing is heeded
to validate this method for handling data fluctuations.

4.2 Use-case

In this section we illustrate the use of the Enable service
with asimple use-case in a Data Grid application. Inthe EU
DataGrid project [8], huge volumes of high-energy physics
data must be replicated at several sites around the world.
For example, five sites may wish to create a replica of a
particular set of datathat is stored on adata server at CERN
in Geneva, Switzerland. In this project, gsiftp, a data
transfer utility based on FTP that provides TCP buffer
tuning and parallel stream support is used to transfer data
between CERN and each of the other sites.

In this environment, there is a large variability in delay
and bandwidth to each of the replication sites, as shown in
Figure 3. Note that no statically configured TCP buffer size
will work well for al the clients: a buffer of 256 KBytes
will penalize clients A, B and E while a buffer of 1-2
MBytes will penalize A, C, and D (due to effects shown in
Table 1). Data Grid file transfer tools such as gsiftp alow
the users to specify a buffer size. However this solution is
far from optimal, as it requires too much knowledge and
work on the part of the users. Instead, the gsiftp client can
be wrapped in a script that uses the Enable service find the
optimal TCP buffer size for each path.
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Figure 3: Data Grid Use Case

4.3 Implementation

The Enable server is implemented using the Python
language [29], and uses XML-RPC [39] for client-server
communication. The use of Python with XML-RPC greatly
simplified the development of the server, as Python
includes very powerful built in modulesfor threads, queues,
databases, regular expressions, configuration file parsing:
i.e. almost everything required by this service. XML-RPC

was chosen rather than SOAP [33] because the current
SOAP implementations are still evolving, and because
XML-RPC issimpler and provides everything we need.

The server uses a thread pool of worker threads for
running the network tests, and a scheduler thread to feed
jobs to the workers. By limiting the number of worker
threads it is easy to limit the amount of load generated by
the testing. There is also athread for scanning log files (e.g.
FTP logs) for new hosts to monitor. We have developed
client APIsfor the Python, Java, and C languages.

Enable was designed for the easy addition of new tests,
and each test is realized by a class instance in Enable.
Enable requires only 3 specific methods in the new class to
be implemented: “init”, “can_|_run” (is it safe to start this
test), and “run”.

We have tested an Enable server that was configured to
monitor 500 hosts, running each test every 4 hours using 8
worker threads, on a 500 MHz PIII Linux host. While
running tests, the Enable server consumed at most 9% of
the CPU, and used an average of only 130 Kbits/sec of
network bandwidth. (By default, 10 ping tests are run in
parallel, and use 12 Kbits/sec each, and only 1 pipechar can
run at a time, which generates only about 100 Kbits/sec of
network traffic). There are still some scalability issues to
address, as discussed in the section on future work below.

5.0 Resaults

To test the results of the Enable service, we used iperf as
a client/server pair over four different network paths. LBL
(Berkeley, CA) to CERN (Geneva, Switzerland); LBL to
ISl (Arlington, VA) over SuperNet; LBL to the University
of Kansas (Lawrence, KS), and ANL (Chicago, IL) to SRI
in Menlo Park, CA. Characteristics of these network paths
are summarized in Table 3. iperf was chosen for testing
because it is a simple tool that only performs network
transfers, thus ensuring that we are only measuring network
performance, and not some combination of network, disk,
and application performance.

Table 3 Test network path characteristics.

Path R.ound Trip Bottleneck Link
Time(RTT) Bandwidth
LBL-CERN 180 ms 45 Mbits/sec
LBL-ISI East 80 ms 1000 Mbits/sec
LBL-ANL 60 ms 45 Mbits/sec
LBL-KU 50 ms 45 Mbits/sec

The results are shown in Table 4. All testing used Linux
2.4 as a sending host. The first row is the results with no
tuning (with the default TCP buffers set to 64 KBytes, and
Linux 2.4 autotuning disabled). The second row shows
results for the Linux 2.4 autotuning option, with autotuning



Table 4 . Experimental throughput using four tuning methods.

Tuning Method LBL-CERN LBL-IS east LBL-ANL LBL-KU
No Tuning 2 Mbits/sec 5 Mbits/sec 5 Mbits/sec 6 Mbits/sec
Linux 2.4 Autotuning 6 Mbits/sec 110 Mbits/sec 12 Mhbits/sec 9 Mbits/sec
Hand Tuning 18 Mbits/sec 266 Mbits/sec 17 Mbits/sec 27 Mbits/sec
Enable Tuning 18 Mbits/sec 264 Mbits/sec 16 Mbits/sec 26 Mhits/sec

parameters set to allow up to 4 MByte TCP buffers. The
third row is hand-tuned iperf, meaning that iperf was run
with a range of TCP buffer settings, and the setting which
gave the maximum throughput is shown here. The fourth
row is the result from iperf using the TCP buffer size value
returned by the Enable service, which used ping and
pipechar to estimate the optimal TCP buffer size using the
following standard formula, as described in [35]:

optimal TCP buffer = RTT x (speed of
bott! eneck Iink)

The Enable server runs a ping test, sending a 1500 byte
packet 5 times. The round trip time is estimated to be the
average time for ping packets 2-5. The Enable server aso
runs pipechar with the -bot option, which gives the speed of
the bottleneck hop in the network path between the Enable
server host and the client.

From this table one can see that Linux 2.4 autotuning
helps considerably, but not as much as hand tuning and
Enable tuning. Hand-tuned and Enable-tuned clients both
had nearly identical results. Note that when doing this type
of testing on production networks, the variability of the
results is very high, and these numbers are al just rough
estimates. However, the overall improvements from tuning
are quite clear.

6.0 Scalability Issues

We are currently addressing a number of scalability
issues that arise when running active network test tools.

6.1 Aggregation for M easurement Efficiency

In order to scale the Enable service to networks with
many clients, measurements need to be aggregated to avoid
redundant tests for hosts on the same subnet. Aggregation
involves the abstraction of a set of individual pairwise
performance behaviors by a single performance
characteristic. Thisis awidely used method to improve the
scalability of routing and quality of service schemes.
Unfortunately, there is a fundamental trade-off between
precision and scalability in any such aggregation technique.
The Enable service is implementing several schemes,
discussed below, which may be selected based on the
preferred policy.

The default, and likely most precise, approach is to
measure each pairwise path with a reasonably high rate of

repetition. The approaches that follow attempt to improve
efficiency while maintaining a reasonable level of
precision.

A fairly conservative policy is to measure al clients at
least once to insure precision. This approach allows a
reasonably reliable database of paths and bottlenecks to be
developed. By measuring the pairwise behavior at least
once, some network pathologies can be avoided. For
exampl e, two clients might appear to be on the same subnet,
but one might be directly connected via Ethernet, while the
other is connected via a (relatively slow) dialup server. The
bottleneck in the former case would likely be somewherein
the wide area network, while the dialup link would be the
constraint in the latter case. Direct measurement would
clearly identify the differing bottleneck locations.

Once the performance of aclient/server pair is measured
and a bottleneck link is identified, a table of clients and
bottlenecks can be crested. The Enable service then
suppresses additional redundant testing to clients with the
same bottleneck link, and sets a time after which further
pairwise testing might be performed. Tests to one of the
clients behind the bottleneck can till be performed more
frequently to update the state of the constraining link.

An example appears in Table 5. In this example, it can
be seen that the bottleneck for clients 129.237.116.6 and
129.237.127.152 is the same, that is, 164.113.232.202.
Occasional testing to one of 129.237.116.6 or
129.237.127.152, but not both, would be performed to
update the state of the performance constraint.

Table 5 Bottlenecks to Clients

Client Bottleneck Router
129.237.116.6 164.113.232.202
129.237.127.152 164.113.232.202
131.243.2.12 131.243.128.100
131.243.2.91 131.243.128.100
192.195.6.68 144.232.0.171

The Enable service also implements more aggressive,
less precise schemes for aggregation of measurements.

A simple approach is to base the decision on the
bottleneck characteristics. Tools such as pipechar provide



both bottleneck identification and traceroute information
from server to client. If pipechar indicates that a host is
behind a known bottleneck with particular characteristics
(perhaps below a certain bandwidth threshold), any
subsequent clients appearing behind that bottleneck might
receive like treatment. For example, if the bottleneck is
below T1 rates, it might be assumed that all other clients
behind that bottleneck, as determined by traceroute, are
limited by that particular link and that no additional tests
are necessary within a certain time frame.

Another scheme is based upon identification of subnets.
In particular, a client sharing an IP address prefix with
another client already in the table gets similar treatment.
The extent of the client network might be based on routing
advertisements, and determined by querying a Looking
Glass [18] server. This obviously abstracts away the
internal details of the client networksin favor of simplicity.

The choice of aggregation policies can be determined
when the serviceis configured.

6.2 Measurement Frequency

Sophisticated mechanisms for controlling the test
frequency are also needed to provide scalability.

The Enable service can base these decisions on the
measurements themselves and on the client requests. In
particular, the measurements on a particular path will likely
be correlated in time. The degree of time correlation can be
used to determine the valid period for a particular
measurement, and hence the time at which testing should be
resumed. This can also be combined with the client requests
(specificaly the size of transfer requested) to determine if
additional measurements need to be derived from the
transfer itself and the parameters need to be updated
accordingly.

In addition, it is necessary that the service implement an
aging and purging mechanism to remove old clients so that
the database size does not increase monotonically.

6.3 Other Scaling Issues

There are other ways in which scalability can be
improved. For example, the Enable service should have the
ability to monitor the load that all itstests are placing on the
network, to ensure that its total load does not exceed some
predefined threshold. The Enable architecture allows a
single server to implement thisin a straightforward fashion.
Future work might investigate ways in which Enable
servers on the same network might coordinate to control
testing loads on shared paths.

7.0 Future Work

A great deal of work remains to be done on the Enable
service. The next scheduled addition is the ability to give
advice on the number of parallel streams to use. Our tests

have shown that the optimal number of streams depends on
anumber of factors, including host load / processing power,
and congestion of the network. The Enable server will base
its estimate on both the client library’s estimate of the host
CPU speed and the server’s network testing results.

We aso plan to do more detailed analysis of the results
of the various network tests, so that we can detect
anomalies and make better TCP window estimates. When
we can accurately identify results that lie outside the realm
of normal measurement error, we might throw out the
value, flag the result as a“temporary anomaly”, generate an
email message to a network administrator, and so on.

Another issue we need to address is that of asymmetric
paths. Internet routing data has shown that as many as 20%
of the paths are asymmetric, especially very long paths
[15]. Any measurements or tuning based on round-trip time
on an asynchronous path may be meaningless. We want to
explore thisissue further.

The other future work that we have planned is to add
support for providing network Quality of Service (QoS)
advice. There are many predictions that soon networks will
support various levels of QoS, and applications will be able
to request a given QoS level depending on application
requirements. We envision that the decision of which QoS
level to request will be even more difficult than determining
the optimal TCP buffer setting, and we believe the Enable
service has the potential to help applications with this
decision.

8.0 Conclusions

Network tuning is critical for applicationsto fully utilize
high-speed networks, yet determining the proper tuning
parameters can be quite difficult, especially for users who
are not network “wizards’. The Enable service described
here can help applications achieve the same performance as
hand-tuned applications. We believe the most valuable use
of the Enable Service will be in Data Grid applications,
where by installing an Enable Server on each Data Grid file
server, applications can easily maximize their throughput to
or from those servers.

The Enable server and client libraries are available for
download at http://www-didc.Ibl.gov/ENABLE/.
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